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ABSTRACT 

Attitude determination for hydrographic applications, using simultaneous GPS 

phase measurements from three antennas, has been investigated in this report. Two main 

issues were addressed: the first deals with GPS carrier phase ambiguity resolution and the 

second deals with attitude determination from GPS measurements. 

Real time attitude determination is required for a number of applications such as 

hydrographic surveying with multibeam echosounders. Therefore, a technique capable of 

determining the ambiguities from a single epoch of data within the time interval defined 

by successive GPS outputs, has been implemented. This technique is a derivation of the 

least squares search method, extended to use the knovm baseline length between antennas 

to reduce the ambiguity search space. The performance of this technique has been evaluated 

using field data, for an antenna spacing of2.0 and 4.5 metres. The results indicate that the 

carrier phase ambiguities were successfully solved, for all the data span, when using dual 

frequency data from a single epoch. This shows that the technique used is reliable and can 

be applied to real time attitude determination. 

GPS attitude was computed using direct determination of heading, pitch and roll. 

GPS derived attitude measurements were compared with commercial motion sensor data 

collected onboard a hydrographic survey launch. This comparison indicates that GPS 

attitude parameters can be determined with an accuracy of0.07 degrees for a 4.5 metres 

baseline length, and 0.20 degrees for 2.0 metres baseline. 
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Chapter 1 

INTRODUCTION 

This report investigates the performance of the NA VST AR Global Positioning 

System (GPS) for attitude determination of a hydrographic survey launch. The issues 

affecting the use of GPS for attitude determination addressed in this report can be divided 

into two areas. The first deals with the GPS signal itself and carrier phase ambiguity 

resolution. The second issue deals with the determination of attitude from GPS 

measurements. 

The main principle in obtaining attitude from GPS is the determination of baseline 

vectors between antennas mounted on the vehicle. Due to the short baselines used, common 

mode errors between satellites and receivers can be eliminated or greatly reduced. Thus, 

accuracy at the millimetre level in the baseline vector can be achieved. To achieve this 

accuracy, carrier phase is the only GPS measurement that can be used. The main difficulty 

in using carrier phase measurements is the resolution of the unknown integer number of 

cycles, designated as the phase ambiguity. 

In a marine environment, the ship can never be static even if it is anchored in the 

harbor, therefore, the technique of static initialization on the ground cannot be used. On­

the-fly ambiguity resolution is required at the beginning of the mission as well as when 

cycle slips occur on most of the satellites simultaneously. Some kinematic positioning 

methods resolve the carrier ambiguity on-the-fly but require a period of data collection at 

the beginning of mission or when a loss of signal occurs in order to produce a valid 
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solution. Such periods of initialization may impose severe restrictions to efficiently execute 

the mission if frequent loss of signal occurs. In kinematic applications the solution is 

required in real time and the processing time should be less than the observation update 

rate. Therefore, a key requirement in real time kinematic attitude determination with GPS 

is the instantaneous resolution of the carrier phase ambiguities. The term "instantaneous" 

will be used as meaning that ambiguities are to be solved using data of a single epoch 

within the time interval given by the data rate. The first objective of this study is to 

instantaneously determine the relative positioning vector between two closely spaced 

antennas mounted aboard a small hydrographic launch. 

Once the carrier phase ambiguities are solved, attitude parameters can be 

determined from differential range measurements or from vector observations. This report 

briefly describes attitude determination techniques using GPS measurements. No attempt 

has been made, however, to evaluate the performance of each technique. Such a study has 

been done previously by Lu et al. [1993] and Mowafy [1994]. Furthermore, the number of 

available GPS receivers used for data collection were limited to three, and their respective 

coordinates in a body reference frame were not measured, which imposes some restrictions 

on testing some attitude determination methods. 

The second objective of this study is to assess the accuracy of attitude results from 

a three antenna GPS attitude sensor. This was achieved by assessing the compatibility of 

the three-antenna GPS attitude results with attitude measurements using a commercial GPS 

aided Inertial Navigation System (INS). 
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1.1 Motivation 

Hydrographic surveying with MBES has many advantages, when compared with 

conventional single beam echosounders. Unlike single beam echosounders, MBES are 

designed for 100% coverage of the seafloor with a wide swath. In order to produce valid 

and accurate depth soundings, MBES require the measurement of ship's orientation, 

namely pitch, roll and heading. To obtain the full MBES bathymetric accuracy possible, a 

high precision motion sensor should be used. 

Although developed as a means for navigation, GPS can be used as a source of 

directional information taking advantage of the submillimetre accuracy of carrier phase 

measurements. In the marine field this technology has applications in navigation (GPS 

heading), to aim antennas or other directional devices (weaponry) and eventually any 

application requiring precise directional measurements, given the trend in lowering the 

cost, size, weight and power ofGPS technology. 

The use of a standalone GPS attitude system for motion compensation ofMBES is 

constrained by its limited update rate (less than 10 Hz) which leads to an insufficient 

sampling of the attitude parameters. Modem motion compensation of MBES uses a dual 

antenna GPS integrated with an INS [Applied Analytics, 1996a; Seatex, 1996b]. The 

function of the dual antenna is to measure heading and provide position and velocity 

updates to control the error of the INS. To effectively produce accurate results that can be 

used in real time, carrier phase ambiguities must be solved instantaneously. 

The accuracy of a dual antenna GPSIINS motion sensor, as stated by the 
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manufacturer, should be tested under the dynamic conditions for which the system was 

designed. Such a test can be done by comparing results from a dual antenna GPSIINS 

system, with a standalone GPS attitude sensor, since the accuracy of GPS attitude results 

can be predicted by propagating the error of carrier phase measurements. 

1.2 Investigation Procedure 

The investigation procedure followed for this report was developed to evaluate the 

viability of using GPS as an attitude sensor for a hydrographic survey launch. This consisted 

of collecting data, processing carrier phase measurements to determine baseline vectors, 

and comparing GPS attitude results with a commercial GPSIINS attitude sensor. 

Field data were collected in a hydrographic survey launch using three GPS Ashtech 

Zl2 receivers. The survey launch was equipped with a MBES which has an ancillary 

motion sensor POSIMV 320 [Applied Analytics, 1996a]. 

The processing of GPS carrier phase measurements was done using PNA V software 

(f.recise Differential GPS Navigation and Surveying), which is a precision trajectory 

package providing post-processed positions. PNA V can provide centimetre level accuracy 

on-the-fly [Ashtech, 1993]. Such software, however, was not developed for attitude 

determination, does not allow the use of geometric constraints to accelerate and improve 

carrier phase ambiguity resolution, and does not solve the ambiguities using data from a 

single epoch. For this reason a computer program was written in C++ language, using the 

algorithm described by Lu and Cannon [ 1994] to efficiently and instantaneously determine 
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the baseline vector using carrier phase measurements. 

Once the baseline vectors were determined, attitude measurements were computed 

and compared with attitude measurements measured by the POSIMV 320. 

1.3 Contributions of this Report 

The contributions of this research can be summarized as follows: 

• The methods used to measure attitude for motion compensation of MBES are 

described. 

• Although GPS attitude determination in a marine vessel has been tested in a number 

of previous works, this report confirms the ability ofGPS to measure ship's attitude. 

• GPS attitude results are compared with a new motion sensor used for motion 

compensation of modem MBES. 

• The least squares ambiguity search method [Hatch, 1990] with a fixed baseline 

length [Lu and Cannon, 1994] was implemented in a computer program used to 

determine the relative position vector between two antennas. 

• The influence of baseline length error bound in the definition of the ambiguity 

search space was tested. Experimental results show that an error bound too small 

may cause instantaneous ambiguity resolution to fail, due to GPS carrier phase 

measurement errors. 

• The ability of solving GPS carrier phase ambiguity using data from a single epoch 

was investigated. This report clearly demonstrates that, for small baselines, 
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instantaneous ambiguity resolution is possible and reliable when using dual 

frequency observations and more than six satellites are being tracked. 

1.4 Report Outline 

Chapter 1 has been an introductory section outlining the framework of this study. 

This chapter has introduced the motivation behind the investigation and sketched the 

investigation procedure followed. The contributions of this report have been elucidated and 

the structure of the written work has been described. 

Chapter 2 briefly reviews fundamental aspects of attitude determination from GPS 

measurements. This chapter specifies the coordinate systems used in attitude determination 

with GPS, defines the term "attitude" and describes alternative methods of attitude 

parameterization. Next, the concept of attitude determination using GPS measurements is 

introduced. Finally, attitude determination techniques are briefly described. This includes 

the use of the attitude matrix, the least squares approach and direct determination of pitch, 

roll and heading. 

Chapter 3 defines the accuracy requirements and attitude measurement techniques 

used for marine motion compensation. The multibeam sonar principles are introduced and 

the various error sources in multibeam sonar surveys are described with emphasis on 

attitude measurement errors. The last section briefly describes marine motion sensors. This 

includes heading sensors, inertial sensors and GPS integrated with INS, which is the sensor 

used in this research to compare with the standalone GPS attitude system. 
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Chapter 4 is focused on instantaneous ambiguity resolution using a least squares 

technique. GPS carrier phase observable and its observation equations are introduced and 

the question of simultaneity between two receivers tracking the same satellites is addressed. 

The least squares ambiguity resolution technique is described, as well as an efficient 

method of determining the search space on a sphere defined by the known baseline length 

between two antennas [Lu and Cannon, 1994]. The problems of satellite selection and 

validation of the estimated solution are also addressed. 

Chapter 5 describes the main factors affecting accuracy of attitude determination 

from a multi-antenna GPS. These factors were divided into measurement errors and 

operational factors. The first category comprises receiver specific errors, antenna phase 

center variation and multipath propagation. The second category addresses operational 

factors such as baseline length, structural flexing, satellite geometry and antenna 

configuration. 

Chapter 6 deals with the collection of field data onboard a hydrographic survey 

launch. The chapter describes the equipment used, its installation aboard and data 

collection methodology. The last section deals with time tagging of data from different 

sensors, gaps in the data set and interpolation. 

Chapter 7 describes the processing of the data collected on the field. The processing 

was done in two steps. First, GPS carrier phase measurements were used to derive the 

relative position vector between antennas and the performance of instantaneous ambiguity 

resolution is analyzed. Second, relative position vectors were used to determine the vessel's 

attitude, which was then compared with interpolated POSIMV 320 measurements. 
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Chapter 8 contains the conclusions of this report, where a summary is given as well 

as a discussion of the issues that were raised during this investigation. The chapter ends 

with suggestions for future research in this field. 
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Chapter 2 

GPS ATTITUDE DETER1\1INA TION TECHNIQUES 

This chapter describes different techniques that can be used for attitude 

detennination using GPS measurements. These techniques are: computation of Euler angles 

using the attitude matrix, least squares estimation of Euler angles and direct estimation of 

heading pitch and roll. The chapter starts by specifying the coordinate systems used in 

attitude detennination with GPS, defining the tenn "attitude" and describing alternative 

methods of attitude parameterization. Then, the concept of attitude detennination using 

GPS measurements is introduced. Finally, each attitude detennination technique is briefly 

described. 

2.1 Coordinate Systems Used in Attitude Determination 

In this section we introduce three coordinate systems used in attitude detennination 

with GPS. These coordinates systems are the Terrestrial Reference System (TRS), the Local 

Coordinate System (LCS) and the Body Coordinate System (BCS). 

The definition of a TRS must account for the motion of the rotation axis of the earth 

with respect to the crust. The TRS used by the U.S. Department of Defense (DoD) for GPS 

positioning is the World Geodetic System (WGS-84). The axes and origin of this coordinate 

system are defined as follows [Leick, 1995]: 

- Origin: at the centre of mass of the earth. 
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- Z axis: pointing towards the Conventional Terrestrial Pole (CTP) as defined by the 

Bureau International de l'Heure (BIH), predecessor of the International Earth 

Rotation Service, for the epoch 1984.0. 

- X axis: intersection of the reference meridian plane and the equatorial plane 

defined by the CTP, where the reference meridian is the meridian of Greenwich, 

defined by the BIH for the epoch 1984.0. 

- Y axis: completes a right handed system, and lies in the equatorial plane defined 

bytheCTP. 

The definition of the LCS used in this report corresponds to the Local Geodetic 

System as defined by Vanicek and Krakiwsky [1986]: 

- Origin: at a reference point in the rigid body. 

- Z axis or U: defined as the outward ellipsoid normal. 

-X axis or N: points in the North direction, tangent to the ellipsoidal meridian, in 

the plane of the ellipsoidal horizon. 

- Y axis or E: points towards the East direction in the plane of the ellipsoidal 

horizon. 

There are many possible realizations of the BCS. The most common convention 

consists of an orthogonal triad of axes which are oriented as follows for convenience: 

- Origin: identical to the LCS. This eliminates the need to determine the shift vector 

between the two origins. 

- z axis: the same orientation as for the U axis of the LCS, when the roll and pitch 

angles are equal to zero. 
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- x axis: parallel to the longitudinal axis of the vessel, pointing towards the bow. 

- y axis: pointing to starboard. 

With this definition the BCS coincides with the LCS, when the vessel is pointing 

north and roll and pitch angles, as defined in section 2.2, are equal to zero. 

2.2 Definition of Attitude 

The attitude of a rigid body is defined as its orientation in space with respect to a 

well defined and stable coordinate system [Mowafy, 1994]. A rigid body is a system of 

mass points with finite dimensions, such that the distance between all pairs of points remain 

constant under rotations and translations [Goldstein, 1950]. 

The configuration of a rigid body can be specified by a coordinate system attached 

to the body structure. This coordinate system is defined by the BCS. With this coordinate 

system the position of each particle of the rigid body is invariant in time. The orientation 

of the BCS with respect to a well defined coordinate system of the external space defines 

the attitude of the rigid body. 

In a marine environment is important to define the attitude of a rigid body with 

reference to a locally level coordinate system, defined by the LCS. Using nautical 

terminology, the attitude of a marine vessel is described by heading, pitch and roll. 

Heading, pitch and roll are defined as follows (see figure 2.1): 

heading('!'): the angle between the north axis of the LCS and the projection of the 

x axis of the BCS on the horizontal plane. It is positive in clockwise direction when 
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viewed from the upward direction of the= axis of the BCS. Yaw is an orientation 

angle defined in the horizontal plane, as heading, but instead of being referenced 

to the N axis, usually refers to variations from a nominal, averaged or planned 

heading. 

• pitch (P): the elevation angle of the x axis of the BCS from the LCS xy plane. It is 

positive when the positive part of the BCS x axis is tilted above the LCS xy plane. 

• roll (R): the elevation of they axis of the BCS from the LCS xy plane. It is positive 

when the positive part of the BCS y axis is tilted bellow the LCS xy plane. 

z 
~ 

y (transverse axis)· .. 
""1111"-._ 

E 

u 

/'-

------

x (longitudinal axis) 
_.:r. 

LCS axes 

BCS axes 

Figure 2.1 - Attitude parameters used in marine navigation. 

2.3 Parameterization of the Attitude 

The determination of the orientation of the BCS with relation to the LCS requires 

nine parameters, which can be regarded as the elements of a 3 x3 matrix, called the attitude 
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matrix [Wertz, 1978]. The attitude matrix is a real orthogonal matrix. Its elements are not 

all independent, and theoretically, it is based on only three independent parameters. The 

attitude matrix is often called the direction cosine matrix because of its elements are the 

cosine of the angle between a BCS coordinate axis and a LCS coordinate axis. 

Parameterization of the attitude can also be done in other ways. Among the methods 

used to represent a three axis attitude are the Cayley axis/angle, the Euler symmetric 

parameters (quaternions) and the Euler angles [Wertz, 1978]. 

From all the alternative attitude representations, the Euler angle representation is 

the one with most geometrical significance, and which is most often used in attitude 

determination with GPS [Roth and Singh, 1986; Graas and Braasch, 1992; Lu et al., 1994; 

Cohen, 1996]. Euler angles can be described as three rotation angles around each of the 

three coordinate axes, or alternatively as first and third rotations about the same axis and 

a second rotation about one of the other axes. There are twelve possible sequence of 

rotations, each one with a distinct transformation matrix form [Wertz, 1978]. 

Euler angles, determined from the attitude matrix are often called heading, pitch and 

roll. This is misleading since these terms do not have the same meaning as the attitude 

parameters defined in section 2.2. The attitude matrix is the matrix product of three 

elementary rotation matrices which describe successive rotations about each of the axes of 

the BCS. Thus, the Euler angles after each rotation refer to the new orientation of the BCS 

with respect to the LCS. Roll, pitch and heading Euler angles are dependent on the 

sequence of rotation used. To be compatible with heading, pitch and roll as defined above, 

Euler angles must be corrected The most commonly used sequence of rotations is heading, 
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then pitch and then roll, for the transformation ofLCS to BCS coordinates (Tate-Bryant 

sequence of rotation [Applied Analytics, 1996b ]). In this case the Euler .. heading" and 

"pitch" angles are the same as defined in section 2.2, and only the Euler "roll" angle needs 

to be corrected according to the following equation, as derived in Appendix A, where R£ 

stands for Euler "roll" angle: 

tan(RE) 
tan(R) 

cos(P) 
(2.1) 

Equation (2.1) is equivalent to one presented by Mowafy [ 1994] using a different 

derivation process than the one described in Appendix A. Equation (2.1) shows that the 

difference between the Euler roll angle and the roll angle is dependent on pitch and roll 

magnitudes. For small angles (less than five degrees) the difference between the two angles 

is less than O.Or. As the angles grow, however, the difference increases and can reach the 

degree level. 

The requirement for roll accuracy for multibeam applications is much more 

demanding than for heading or pitch, as described in section 3.3. Care must be taken to 

make sure the correct attitude angle is given by the output of the motion sensor of a MBES. 

2.4 The Concept of Attitude Determination Using GPS Measurements 

The principle of determining orientation of an antenna baseline from GPS 

measurements, as sketched in figure 2.3, uses the satellites as reference points with known 

positions. By measuring ranges between the antennas, the relative positions of the antennas 
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are detennined in WGS-84 coordinates. These relative positions are sufficient to detennine 

the baseline orientation with reference to the WGS-84. To obtain baseline orientation with 

reference to a LCS, the relative antenna positions must be transfonned to LCS coordinates. 

One of the antennas can be selected as the origin of the LCS and its WGS-84 coordinates 

can be detennined using GPS methods. In this case, the LCS is re-defined for each epoch, 

since its origin and orientation depends on the geodetic position of the reference point of 

the platfonn. The antenna baseline in LCS coordinates can be obtained by using the 

following transformation equation: 

where rwass.t is the position vector in WGS 84 Cartesian coordinates, 

rLcs is the position vector in LCS coordinates, 

Tz: is the rotation matrix about the up axis of the LCS, 

TE is the rotation matrix about the east axis of the LCS, 

A is the geodetic longitude, 

<I> is the geodetic latitude, 

(2.2) 

r0 is the position vector of the LCS origin, expressed in WGS84 coordinates. 

In GPS attitude determination, the BCS coordinates are known a priori and LCS 

coordinates are derived from GPS measurements. The transformation between LCS and 

BCS coordinates is unknown. This transformation is the attitude matrix, which is required 

to derive attitude parameters. 

A GPS attitude system is composed of multiple antennas. At least two noncolinear 
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baselines are required in order to determine the attitude matrix. More details about the 

determination of the attitude matrix and derivation of attitude parameters are given in 

section 2.5. 

Attitude matrix 

A 
i 

~-------l•• Attitude parameters 

LCS coordinates of GPS baselines 

Transformation between WGS-841 ......... ~------~­
and LCS (equation 2.2) I ¥_; 

I 

WGS-84 coordinates of GPS baseline ..... 0111(1---- GPS measurements 

Figure 2.2- Determination ofthe attitude of antenna baselines in the LCS using GPS 
measurements. 

2.5 Attitude Determination Using the Attitude Matrix 

The attitude matrix that defines the transformation between the BCS and LCS can 

be used to determine the attitude parameters. Using Euler angles for attitude 

parameterization, the transformation matrix can take twelve distinct forms. If the angle 

sequence is known, the three rotation angles can be determined by solving trigonometric 

functions ofthe attitude matrix. Ifthe sequence of rotation is assumed to be heading-pitch-
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roll, the attitude matrix takes the form [Wertz, 1978]: 

[
c(RE)c('V E)-s(RE)s(P E)s('V E) c(RE)s('V E)-s(RE)s(P E)s('V E) -s(RE)c(P E)] 

Tr'V-P-R= -c(RE)s('V E) c(RE)c('V E) s(P E) (2.3) 
s(RE)c('V E) +c(RE)s(P E)c('V E) s(RE)s('V E)-c(RE)s(P E)Sc'V E) c(RE)c(P E) 

where s() and c() stand for the sine and cosine functions, respectively. 

If the attitude matrix is known and assuming a sequence of rotation heading-pitch-

roll, then the three Euler angles can be determined from the following equations: 

P E=asin(Tr23 ) 

'V = acos ( Tr22 ) 
E cos(PE) (2.4) 

R = acos ( Tr 33 ) 
E cos(PE) 

For pitch equal to 90° the heading and roll angles can not be recovered, however 

this is a very unlikely situation to occur in marine navigation. The location of the antennas 

onboard need only to be non-colinear, however, this technique requires the determination 

of the antennae BCS coordinates in a pre-survey mode. 

2.5.1 Determination of the Attitude Matrix 

The attitude determination technique described in this section obviously requires 

the determination of the attitude matrix. The problem of attitude determination using vector 

observations was first formulated by Wahba [1965], and was posed as follows: Find the 

rotation matrix (orthogonal matrix and with determinant + 1) that minimizes the cost 
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function: 

ns 
~ -; -; 2 

C(Tr)= LJ (MLCs- Tr-MBCs) (2.5) 
i= 1 

where !:1R stands for the baseline vectors in LCS or BCS coordinates according to the 

subscripts and ns is the number of visible satellites. There are many efficient algorithms to 

solve this problem [Bar-Itzhack and Reiner, 1984]. The problem was first solved by Wahba 

et al. [ 1965] who derived the following matrix equation: 

Tr=( vu ruv r)112( uv r)- 1 

-1 -ns 
U=[I1RBcS>······I1RBcs1 (2.6) 

-1 -ns 
V=[ !:1RLCS>······!:1RLcs1 

This equation has no solution in cases where the antennae baseline array is coplanar in the 

BCS and the attitude matrix is treated as a nine independent parameter matrix. 

Instead of vector observations, the optimal solution for the attitude matrix can be 

determined from differential range measurements [Cohen, 1996]. Then, the cost defined 

above transforms into the following expression: 

(2.7) 

where .!\p11 is the differential range for baseline i and satellite j, and ej is the pointing vector 

to satellite j. Given an estimate of the attitude matrix Tr o. the problem of finding the 

attitude matrix is posed as follows: Find the best value of angle y such that the new rotation 

matrix defined by equation (2.8) has the minimum cost function. 
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(2.8) 

A description ofthe algorithm is given in Conway et al.[1996]. The process requires 

only one iteration and is executed for each rotation around the three axes. 

2.6 Attitude Determination Using a Least Squares Approach 

The least squares adjustment approach estimates the value of the Euler angles that 

best fits the measurements. As pointed out by Mowafy [1994], the basic difference between 

this approach and the one that estimates the Euler angles using the attitude matrix, is that 

the "Euler angles are treated as unknowns that should have a unique value which best fits 

the measurements regardless of the transformation model used". · 

The attitude matrix can be defined solely by the three Euler angles. Therefore, only 

three elements are independent. If the BCS coordinates for each antenna are known a priori, 

an observation equation model is described by the following expression: 

(2.9) 

If, instead of the BCS coordinates for each antenna, differential range measurements 

have been made for each independent antenna baseline, the observation equation model is 

described by the following expression: 

(2.10) 
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Equation (2.9) describes an explicit relationship between the observations, LCS 

coordinates of the GPS antennas and the parameters (the three Euler angles). Another 

relationship between the observations and attitude parameters is expressed by equation 

(2.10), using differential range measurements. Both equations represent a model that can 

be used in a standard parametric least squares adjustment [Vanicek and Krakiwsky, 1986]. 

The solution of the least squares attitude determination problem, including linearization of 

the observation equations, is described in [Mowafy, 1994]. 

The least squares estimation gives the best estimates based on all the position 

information contained in a multiple GPS antenna array and the attitude solution is less 

affected by multi path on a single antenna since the solution is made by the best fit of all 

antenna positions [Lu et al., 1993]. 

2.7 Direct Determination of Pitch, Roll and Heading 

It is possible to determine pitch, roll and heading (Euler angles) directly from the 

antenna vectors in the LCS. In this method one of the antenna baselines must be placed 

lying in the x= or y= plane of the BCS, assuming the origin of the BCS at one reference 

antenna. Lets assume an antenna configuration with one of the baselines lying in the y= 

plane as described in Figure 2.3. 

The angle of inclination of this baseline with relation to plane xy of the BCS is 

given by the value P1• The inclination of the plane defined by the three antennas with 

relation to the x axis of the BCS is represented by P2• The value of these two angles are 
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constant (assuming a rigid antenna configuration) and are estimated after the installation 

of the antennas aboard. 

/ 

j/ 
I 
! 
I 
I 

/ 

Figure 2.3- Antenna configuration for direct determination of pitch, roll and heading. 

The heading and roll components are estimated directly from the LCS coordinates 

of antenna 1 relative to the reference antenna, using the equations: 

w=atan ( ~:) -90° (2.11) 

(2.12) 

Once the heading and roll are obtained, the LCS coordinates of antenna 2 relative 

to the reference antenna are first rotated with respect to the U axis by the heading, and then 

rotated again around the rotated N axis by roll. After these two rotations the coordinates of 
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antenna 2 will become x2', y2' and~·: 

(2.13) 

where Tj..) and TxO represent the rotation matrices around the= axis andx axis ofthe BCS, 

respectively. After this transformation the pitch angle is given by the following equation 

[Lu et al., 1994]: 

(2.14) 

The above method uses only the coordinates of three antennas and it does not 

require the BCS coordinates. If more antennas are available then the method is 

inappropriate, since it is not designed to handle redundant baselines. 

The accuracy of the computed heading, roll and pitch can be estimated by 

differentiating equations (2.19), (2.20) and (2.21) with respect to x, y and= and applying 

the error propagation law to the resulting differentiated equations. The accuracy of the 

estimated attitude parameters can be approximated by [Lu et al., 1994]: 

(2.15) 
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<Jmax(x,:') 
(J< . 

P D2cos(a) 

(2.16) 

(2.17) 

where <J stands for standard deviation, D 1 and D 2 represent the baseline length between the 

reference antenna and antennas 1 and 2 respectively and a is the angle in the horizontal 

plane between baseline 2 and the longitudinal axis of the vessel as shown in Figure 2.3. 

During field data collection only three GPS antennas were available and the BCS 

coordinates of these antennas were unknown (see sections 6.1 and 6.2). Therefore, direct 

determination of pitch heading and roll was the method used to compute attitude from GPS 

measurements. Heading, pitch and roll estimates using this method were compared with 

heading, pitch and roll measurements from a commercial GPSIINS motion sensor. Results 

of the comparison between the two systems are shown in section 7.2. 
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ChapterJ 

COMPENSATION OF SHIP ATTITUDE FOR MULTIBEAM 

SONAR SURVEYS 

Multibeam echosounder systems are designed to acquire hydrographic data, 

allowing the production of maps with better quality than before, not because each sounding 

is more accurate, but because of the dense sounding pattern. This technology has the 

potential for efficient and economic hydrographic surveys. However, accurate attitude 

measurements are required in order to achieve the accuracy standards established by the 

International Hydrographic Organization (IHO) for depth and position of soundings. 

This chapter has two main objectives. The first is to study the influence of attitude 

measurement errors on the depth and position determination of soundings. The second 

objective is to describe attitude measurement methods used for motion compensation of 

multibeam sonar systems. The first section introduces the multibeam sonar principles. The 

second section describes the various error sources in surveys with multibeam sonar systems. 

The third and fourth sections deal with the mapping of attitude measurement errors into 

depth and position errors in the bathymetric data set. The last section describes methods of 

attitude measurement used for motion compensation of multibeam sonar surveys. 

3.1 Multibeam Sonar Principles 

Multibeam echosounders (MBES) are quite different from conventional single 

beam echosounders, in their principle of operation and also in the way they are constructed. 
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A conventional echosounder measures depths by transmitting down towards the bottom. 

Some of the energy hitting the bottom is reflected back so that it can be detected by the 

echosounder. The depth under the survey vessel is calculated from the two way travel time 

(TWTT) and the mean speed of sound through the water column. In this way a vessel with 

a single beam echosounder produces a line of soundings and a map can be constructed by 

interpolating the depth values between several survey lines. 

A MBES uses an array or multiple arrays of transducer elements to form a wide fan 

of narrow beams on the seafloor, in a swath that varies as a function of system type and 

water depth (typically with a beam-width of90o to 150° athwartships).The transmitted 

pulse is narrow in the fore-aft direction and is wide in the athwartships direction. In 

contrast, during reception of the backscattered energy, several beams are electronically 

formed, which are broad in the fore-aft direction and narrow in the athwartships direction. 

The resulting insonified area is equivalent to the intersection between the received and 

transmitted beams, which can be reasonably approximated by a set of overlapping ellipses. 

In this manner many depth soundings are generated in the athwartships direction for each 

transmitted pulse. 

Each received beam produces one TWIT, and this measurement is converted into 

a depth measurement value and a crosstrack position of the sounding by a simple 

calculation (see figure 3 .I): 

d=r·cos(9) 
y=r·sin(9) (3.1) 

where dis the measured depth with relation to the transducer, y is the crosstrack distance, 
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0 is the beam geometric angle with respect to the vertical, and r is the geometric range. 

The determination of the geometric range and beam geometric angle requires the 

knowledge of the sound speed in the water. For a homogeneous water mass (constant sound 

speed in all directions), the geometric beam angle corresponds to the transmitted beam 

angle and the geometric range is equal to half the TWTT multiplied by the sound speed. 

For a non homogeneous water mass, the sound speed profile has temporal and 

spatial variations that must be accounted for. A single beam echosounder, requires only the 

harmonic mean speed of sound through the water column, since the ray path is assumed to 

be vertical with reference to stratified water column layers. This simplification does not 

applies to MBES, which have beams that are inclined with relation to the vertical. Due to 

refraction, the beam angle inclination varies as the sound speed profile along the ray path 

changes. Therefore, an imperfect knowledge of sound speed profiles may introduce errors 

in the determination of the geometric beam angle and geometric range. This will lead to 

incorrect determination of depth and position of a sounding. 

Water surfac=e _____ _ 

! 
dl 

I 
I 
I . 
L- ~'Y--. . . . 

Figure 3.1- Calculation of soundings in a MBES. 
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A multibeam echosounder produces a dense pattern of depth soundings that covers 

a wide swath for each survey line. By adjusting the survey line spacing so that adjacent 

swaths are slightly overlapping, the whole area to be mapped is covered by the sounding 

pattern and virtually no interpolation between soundings is required to generate a 

bathymetric map. This survey practice removes all uncertainty related to interpolation, and 

gives more guarantee that all underwater obstacles and features are detected than surveying 

with single beam echosounders. 

In order to arrive at a complete georeferenced sounding solution, a MBES requires 

the integration of external sensor information with the sonar relative bearing and TWTT. 

These sensors are (see figure 3.2): 

.J...~pitch 

A z (up)' 
I 

Positioning system antenna/· ! / 

l _,.// 

' 
/ 

I 

x (bow) ~-/· 
-+yaw 

i 

6 /' 
+roll\ ~ y (starboard) 

~ 
Multibeam transducer 

Figure 3.2- Sensors used in a MBES system onboard. The arrows indicate positive 
directions following the definition of the BCS in the previous chapter. 

Positioning system: provides horizontal positioning. 

Vertical Reference Unit (VRU): provides heave, pitch and roll information. 
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Gyrocompass or GPS heading system: provides heading information. 

Sound velocity profiler. 

Tide gauge or Real Time Kinematic DGPS: provides water level information. 

Complete integration of all the ancillary sensors is required to obtain the full 

sounding solution from a MBES. This integration must account for the location, 

misalignment and time delays of the various instruments with respect to the BCS. 

3.2 Depth and Position Errors in MBES 

The errors in the multibeam data set can be divided into three types: gross errors, 

systematic errors and random errors. Gross errors are obvious major mistakes which are 

easily detected and corrected. Systematic errors tend to follow a functional relationship and 

can be, to some extent, predictable. Random errors have incoherent behaviour and are 

assumed to follow a Normal distribution. 

There are more possible sources of measurement errors (systematic and random) 

for a MBES than for a conventional survey with a single beam echosounder. Common 

contributions for both instrument types are: 

echosounder instrument error. 

errors in tide and heave measurement. 

positioning errors. 

mean sound velocity error. 

With the MBES, there are additional error sources: 
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attitude measurement errors. Attitude determination is not required for single beam 

echosounders since the beam angle is wide enough (beamwidths as large as 30° 

are common) to ensure that some energy has been radiated toward the seabottom 

in the direction of the transducer nadir. 

sound velocity profile errors. 

The errors resulting from these sources can be divided into two main categories: 

depth errors and position errors. Each category is further divided into the sub-component 

contributors [Hare, 1995]. The total error budget in depth measurement is made up of the 

following components: 

sounder system error (includes TWTT and beam angle measurement errors and 

uncertainty due to beam width resolution). 

roll error (includes roll measurement and misalignment errors). 

pitch error (includes pitch measurement, misalignment and mechanical stabilization 

errors). 

heave error (includes errors due to heave measurement and induced heave due to 

errors in the measurement of pitch and roll as well as errors in the measuring of the 

coordinate offset between transducer and motion sensor). 

refraction error (includes effect of sound speed profiles on ray-traced range 

determination and beam angle) 

The reduced depth error should include the errors due to water level and dynamic 

draught measurement. 

The total error budget for positioning a sounding on the seafloor is made up of the 
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following components: 

Positioning system error. 

Errors in the knowledge of the positioning system latency. 

Relative transducer-sounding positioning error (due to range and beam angle 

measurement, roll, pitch and transducer misalignment errors). 

Heading error. 

Relative antenna-transducer position error (due to offset and pitch and roll 

measurement errors). 

Hare et al.[I995] estimated the accuracy of Canadian MBES systems SIMRAD EM­

I 000 and EM-I 00 onboard the hydrographic vessels NCS F. G. Creed and CSS Matthew. 

Different scenarios were assumed and from the analysis of results it is clear that the depth 

accuracy degrades as a function of swath width and that IHO accuracy standard 

specifications cannot be met for the full swath width of the system mainly due to errors in 

roll measurements and refraction. 

For the sounding position error budget, the positioning system dominates all the 

error sources for the inner beams but heading errors in the outer beams cause the position 

error to more than double [Hare et al., 1995]. 

3.3 Influence of Attitude Errors in Depth Determination 

In this section attitude errors will be examined separately from the other error 

sources to study their effects on depth. The error equations are derived in Hare [ I995]. The 
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effect of roll error on depth is given by the following equation: 

crd =r sin(9) cos(P) cr9 
8 

(3.2) 

Figure 3.3 shows that errors in the outer beams grow rapidly with increasing roll 

measurement error. If not corrected, roll measurement errors can dominate all the error 

sources for the outer beams. Even an error of 0.5 o can contribute more than one percent of 

depth error for beam angles greater than 45°. For a beam width of75°, the maximum 

allowable error in roll is 0.05°, in order to accomplish the IHO accuracy standards 

[Loncarevic and Scherzinger, 1994]. 
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Figure 3.3- Sensitivity of depth to roll measurement errors (after Hare et al. [1995]). 

The mapping for pitch error into depth is given by the following expression: 

crd =r cos(9) sin(P) CJp 
p (3.3) 
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With a calm sea state or when using pitch stabilization, the pitch angle is restricted 

to small amplitudes. Therefore, the error in depth due to pitch measurement error is 

negligible. 

An error in heading has no influence in depth measurements since this angle is 

defined in the horizontal plane. 

3.4 Influence of Attitude Errors in Position Determination 

In this section attitude errors are examined separately from other error sources to 

study their effect on sounding position determination. The error propagation equations were 

derived by Hare [ 1995]. The mapping of heading measurement error into position error is 

given by the following expression: 

(3.4) 

Figure 3.4 shows that sounding position error of the outer beams can be more 

effectively controlled if heading could be measured within 0.5° of accuracy. 

The influence of roll measurement error on sounding position is given by the 

following equation: 

ci =r 2(1-(sin9·cosP)2'-2 
Po:r8 JUS (3.5) 

For small pitch angles ( cosP = 1) we get the following expression: 

(3.6) 
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Figure 3.4- Sensitivity of sounding position to heading errors (after Hare et al.[I995]). 

This means that errors in sounding position due to roll errors do not depend on the 

beam angle. For a 30 m depth sounding, a roll error of 1 o \viii contribute 0.5 m to the 

position error. Sounding position determination does not requires very accurate roll 

measurements. Considering only roll measurement errors, if depth accuracy requirements 

are achieved they are also achieved for sounding position determination. 

The effect of pitch measurement errors on sounding position is given by the 

following equation: 

2 2 2 a ={rcosO·cosP) ·a Po:sp P (3.7) 

For small pitch angles equation (3.7) simplifies to: 

(3.8) 
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This expression is similar to equation (3.6). The mapping of pitch and roll 

measurement errors into position errors does not depend on the beam angle. Heading errors 

are the main cause of the position uncertainty of the outer beams. 

3.5 Attitude Measurement 

Attitude measurements are usually separated into those dealing with the vessel 

heading, which can have any angular value, and vessel roll and pitch, which are assumed 

to be relatively small amplitude oscillations about a level orientation [Wells, 1996]. 

Traditionally, heading measurements in marine navigation are usually made by a 

magnetic compass or a gyrocompass. Heading determination using two GPS antennas was 

already described in chapter 2. 

Pitch and roll measurements require the use of a triad of accelerometers and angular 

rate sensors. Two algorithms can be used to derive pitch and roll measurements from 

accelerometers and angular rate sensors: the vertical gyro algorithm and the inertial 

navigation algorithm [Wells, 1996]. 

Inertial motion measurement by itself has error sources which limit its application 

in a marine environment. These error sources and their influence in multibeam sonar 

surveys are described in subsection 3.5.3.The integration of external data, namely position, 

velocity and heading from GPS receivers, allows the correction of most of the errors 

common to inertial sensors and provide a complete navigation solution. 
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3.5.1 Heading Determination 

Chapter 2 already mentioned how GPS measurements can be used to derive 

heading. This subsection describes the instruments commonly used by the mariner to 

measure heading, which are the magnetic compass and the gyro compass. 

3.5.1.1 The Magnetic Compass 

The magnetic compass tends to align itself with the magnetic lines of force of the 

earth. Horizontal stabilization is made with a gimbaled platform or by floating the sensor 

at the interface oftwo liquids (Wells, [1996]). 

Such a device is subject to limitations which include (Bowditch, [1984]): 

Deviation of the local magnetic field as a result of the presence of the vessel. 

Variation of the local magnetic field from the geographic north direction. 

Non level axis of the compass platform during long period accelerations (cornering) 

causing the heading vector to be measured with relation to an inclined plane rather 

than a local level one. 

Time response lag of the sensed magnetic north with relation to the actual magnetic 

north under large yaw conditions. 

Despite these limitations, such devices are still m common use for marine 

navigation, since they do not require a power supply or depend on any other device. Even 

assuming that the variation correction is well known, and the deviation is well calibrated, 

few magnetic compasses can be relied on to better than two degrees, because of remaining 

35 



uncertainty in the deviation correction (Wells, [1996]). 

3.5.1.2 The Gyrocompass 

The gyrocompass is a navigational instrument which depends on the inherent 

properties of the gyroscope (gyroscope inertia and gyroscope precession) and accurately 

seeks the direction of the true north under the combined effect of the gravity and earth's 

daily rotation (Bowditch, [1984]). 

A conventional gyroscope consists of a massive wheel like rotor balanced in 

gimbals which permits rotation about three mutually perpendicular axes through the centre 

of gravity of the device. Through the application of damping (either pendulous or a system 

of reservoirs and tubes filled with mercury), the spin axis of the gyroscope is forced to seek 

and maintain true north (Bowditch, [1984]). 

Gyrocompasses are subject to several systematic errors such as speed error, tangent 

latitude error, ballistic damping error, quadrantal error, and gimballing error. Furthermore, 

gyrocompasses are subject to errors common to directional instruments, such as the 

inaccurate graduation of the compass rose and incorrectly located lubber's line (Bowditch, 

[1984]), however this is not a problem if the gyro has a digital output. The gyro error of 

modem compasses is generally small, however, several errors can be introduced in various 

ways and it is good practice to check the accuracy of a gyrocompass by celestial 

observations (azimuth to the sun at sunset and sunrise) or observations to landmarks. 

The gyrocompass is not subject to magnetic compass errors and if an error is present 
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it is the same for all heading angles. However, such an instrument is an intricate mechanism 

of many parts which requires maintenance and a suitable electric power. The correction of 

some of the systematic errors requires the input of speed and latitude from external sensors. 

Gyroscope accuracies are stated to be in the range 0.5° to 1.0° (Wells, [1996]). 

3.5.2 Inertial Sensors 

Inertial sensors are devices that mechanize Newton's laws of motion. Since these 

laws are expressed relative to the inertial space, the term inertial is used to describe these 

sensors. There are two types of inertial sensors: accelerometers and angular rate sensors. 

Accelerometers: 

Accelerometers sense linear accelerations as a result of change in linear velocity. 

In its simplest form, an accelerometer consists of a proof mass constrained to measure 

accelerations in a particular direction (the sensitive axis). If the accelerometer frame is 

accelerated in the direction of its sensitive axis, then the proof mass is deflected in the 

opposite direction and the readout gives an indication of the acceleration value. 

Since accelerometers are sensitive to all accelerations in space their output includes 

other accelerations which are not due to travel over earth's surface. The most important of 

these accelerations is due to the force of gravity. If the quantity of interest is the 

acceleration with respect to the earth then the acceleration due to gravity must be 

compensated for in the accelerometer readout. Other accelerations due to polar motion, and 

Corioli's law will affect accelerometer response but are small and are disregarded [Vanicek 
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and Krakiwsky, 1986]. 

Angular rate sensors: 

Angular rate sensors are designed as gyroscopes. These sensors measure the angular 

velocity about a single axis and are insensitive to linear movements in any direction. 

Conventional technologies use the concept of a spinning mass, based on the principle of 

conservation of angular momentum which states that a system will maintain a constant 

angular momentum about its spin axis if no external forces are applied [Bowditch, 1984]. 

The spin axis, therefore, tends to maintain the same direction in inertial space. 

Modem technologies use the principle of the Sagnac effect in devices designed as 

ring laser gyros and fibre optic gyros. These devices are based on the inertial properties of 

electromagnetic radiation [Bose, 1996a]. Other devices designated as Vibrating Structure 

Gyroscopes measure the vibration pattern of high frequency oscillations of a piezo-electric 

crystal [TSS, 1996]. 

The rotations affecting angular rate sensors are the vessel's rotation with respect to 

the earth (pitch, roll and yaw), earth's rotation and changes in latitude and longitude. If the 

quantity of interest is rotation with respect to the earth, the effect of other inertial rotations 

should be compensated at the angular rate sensor readout. 

3.5.3 Combining Inertial Sensors in Orthogonal Triads 

An orthogonal triad of motion sensors is made by three accelerometers and three 

gyros (see figure 3.5). This array of inertial sensors is referred to as the Inertial 
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Measurement Unit (IMU). 
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Figure 3.5 - Triad of inertial sensors. 

There are several strategies for 

specifying the orientation of such a array. The 

three main designs are "space stable" (platform 

remains stable in an inertial coordinate system); 

"local level" (platform remains stable in the 

LCS ); and "strapdown" (platform remains 

stable in the BCS). 

"Space stable" and "Local level" 

systems are "gimbaled". These systems have the IMU isolated from the vessel's attitude 

motions by a mechanical assembly of concentric rings called gimbals. 

In a "strapdown" system the IMU experimences the same angular motions as the 

vessel. These systems are less expensive and require less hardware than "gimbaled" 

systems, however, they are usually less accurate and require greater computational effort 

[Wells, 1996]. When mounted correctly, the three arms of the "strapdown" orthogonal array 

is aligned with the BCS axes of the vessel. 

In a static environment the attitude of a platform can be measured using a pendulum 

made from a single weighted line. At rest, the line will provide a vertical reference against 

which attitude measurements can be made. The orthogonal array formed by the three 

accelerometers is equivalent to a pendulum. Thus, in static conditions, the array of three 

accelerometers can be used to measure attitude. 

Problems arise when using this form of attitude measurement in dynamic 
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conditions. In a marine environment the principal source of error in inertial attitude sensors 

are caused by short term acceleration transients due to sea action (waves and swell) and 

long-term horizontal acceleration when the vessel executes a prolonged turn [TSS, 1996]. 

For vessels undergoing short period accelerations, the low pass filtered output of the 

accelerometer triad provides a good estimate of the gravity vector. This allows the output 

from the accelerometers to provide a stable vertical reference, from which short term 

departures can be sensed, using the triad of angular rate sensors. Measurements from the 

array of angular rate sensors continue to respond throughout very high rates of pitch and 

roll. A high-pass filter is used to reject the drift errors in the gyros. The estimate of the 

gravity vector combined with angular rate measurements from the orthogonal array of gyros 

has the potential to measure attitude under dynamic conditions. This combination has been 

designated the vertical gyro algorithm [Wells, 1996]. 

When the vessel undergoes any systematic acceleration whose duration exceeds the 

time constant of the low pass filter applied to the accelerometers, such as a prolonged turn, 

the centripetal acceleration is perceived by the accelerometer triad as a prolonged 

horizontal acceleration. This long term component can not be filtered out by the low pass 

filter, and causes the apparent vertical to be deflected from the true vertical, which 

eventually, causes errors to appear on the output. The amount of the apparent vertical 

deflection is controlled by the cut-off frequency of the low pass filter. The lower the cut-off 

frequency of the accelerometers, the longer is the settling time of the apparent vertical. The 

design of the low pass and high pass filters is a trade off between rejections of deflections 

in the apparent vertical and rejection of drift errors in the gyros [Applied Analytics, 1996a]. 
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The vertical gyro implementation can be replaced by a fully-functional inertial 

navigation implementation, which is not limited by the low pass and high pass filters used 

by the vertical gyro. However the component quality must be higher, and such full inertial 

navigation implementation is more expensive. 

Tests made on accelerometer based attitude sensors for multibeam sonar surveys 

indicate errors that place some limitations on ship maneuvering and efficient mapping 

[Dinn and Loncarevic., 1994]. If these sensors are to be used, it is necessary to make turns 

outside the survey zone and allow sufficient time for the sensors to settle down before data 

collection begins. 

3.5.3.1 GPS Input 

The centripetal acceleration that exists when a vessel turns, is sensed by the motion 

sensor as a horizontal acceleration in the direction defined by the projection of the pitch 

axis in the horizontal plane. The value of this acceleration can be calculated simply as the 

product of the vertical rate of tum by the vessel horizontal speed. 

The velocity and rate of tum information provided by a GPS receiver and the 

angular rate sensors can be used to compute the magnitude of the centripetal acceleration. 

Vessel turns, however, show differences between the instantaneous heading and track of 

the vessel. This could arise from the lateral force exerted by the rudder or from the effects 

of winds or currents. This situation causes the pitch axis of the vessel to be misaligned with 

respect to the vector that defines the true centripetal acceleration and only a portion of its 
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value will be sensed by the roll axis accelerometer [TSS, 1996]. 

In the situation illustrated in Figure 3.6 the accelerometer aligned with the roll axis 

will measure only some part, a, of the full centripetal acceleration ar:- The relation between 

the two accelerations depends on the angle between the instantaneous heading and the track 

of the vessel y: 

(3.9) 

Full compensation for the effects of centripetal acceleration requires the knowledge 

of velocity and heading. True vessel speed information can be input from a GPS receiver 

and vessel's heading information can be provided by a gyrocompass or a two-antenna GPS 

system. 

Figure 3.6- Accelerometer roll axis misaligned with centripetal acceleration. 

The simplified block diagram shown in Figure 3.7 shows how the motion sensor 

combines inertial data with aiding data from GPS or other aiding sources. 

The symbols of the components of the block diagram follows the control systems 

terminology, where the arrows represent the direction of the signal flow, a rectangle 

describes a system component where some mathematical operations are performed, the 
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circle represents a summing point and the symbol f represents the integration operator 

[Distefano et al, 1990]. 
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Figure 3.7- Block diagram of a motion sensor (after TSS [1996, p.A-12]). 

The summarized operations of a motion sensor can be described as follows [TSS, 

1996]: 

The accelerometer signals are converted to pitch and roll information through a 

pendulum calculation. 

At the same time, angular rate information from the gyros is applied to the input of 

an integrator after corrected for the earth rotation rate. The determination of the 

earth rotation rate requires information of the vessel's heading and latitude, which 

can be provided by a GPS and/or a gyrocompass. 

The integrator derives the angle of tum for the rotation axis of each gyro. Therefore, 

the integrator output provides angles of roll, pitch and yaw occurring during the 
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integration time. 

The attitude angles resulting from the integrator output are compared with pitch and 

roll angles derived from measurements made by the accelerometers. The difference 

between the two independent attitude measurements is used to estimate the 

magnitude of offset for each of the gyros. 

Velocity measurements made by a GPS receiver are used in conjunction with the 

rate of tum information to derive the centripetal acceleration. 

Heading information from a gyrocompass or a two antenna GPS heading system 

provides a reference for the yaw axis of the accelerometers. 

3.5.4 Inertial Navigation Systems 

Inertial Navigation Systems (INS) are autonomous devices that provide a complete 

navigation solution (position, velocity and attitude) based on measurements from inertial 

sensors. The ineriiid navigation starts with known initial conditions and iteratively 

estimates changes in position, velocity and attitude through the integration of the outputs 

of inertial sensors. Since observations from inertial sensors are available at a very high rate 

( 100 Hz), INS provide virtually continuous measurements. Unlike the vertical gyro 

algorithm, the inertial navigation algorithm does not need to estimate the apparent vertical. 

Strapdown systems are the dominant installation type for marine applications due 

to their mechanical simplicity, smaller volume and weight, and lower costs. Figure 3.8 is 

a simplified block diagram of a strapdown INS. Vessel accelerations and angular rates with 
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respect to the inertial space are obtained from the IMU. The navigator computer utilizes the 

body frame inertial increments in conjunction with angular rates due to earth rotation and 

vessel's translational motion to maintain an estimate of the vessel's attitude that is used to 

convert the accelerometer outputs to a LCS reference frame. Subsequent to compensation 

for gravitation, earth rotation, and centripetal acceleration effects, the navigator computer 

accumulates changes in velocity to obtain north, east and vertical velocities, with a 

following accumulation to obtain LCS coordinates. 
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Figure 3.8- Simplified block diagram of a strapdown INS (after May [1993, p.60]). 

Errors in INS arise from the iteration of vehicle motion with instrument noise, 

instrument and platform misalignments, gravitational disturbances and initial condition 

errors. Since INS solutions are based on the iterative estimates, errors from one epoch 
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propagate to the next. To use an inertial sensor for a period of an hour or more requires a 

good knowledge of the gravitational force and remarkable quality inertial sensors. Good 

quality inertial sensors are expensive, thus one of the major limitations on the use of INS 

is the cost ofthe instrument [Wells, 1996]. 

3.5.5 GPS Integrated with Inertial Navigation Systems 

Over a period of time the INS accumulates errors, therefore the accuracy of its 

solution decays. Data from external navigation sensors, allows the inertial sensor to 

estimate the errors in its solution and therefore to improve the quality of its measurements. 

Practically since the beginning of existence of the GPS, it was apparent that its 

integration with INS will supersede the utilization of other aiding sources (Omega, Transit, 

Loran-C, speed sensors and Doppler radar) due to its superior performance [May, 1993]. 

Although errors in INS are significantly larger than those of GPS, they have much higher 

frequency than GPS errors. In integrated GPSIINS the long term accuracy of GPS 

measurements is combined with the short term accuracy and fast update rate of INS in order 

to achieve a resulting performance (not accuracy) that is better than any of the systems 

alone. 

The requirement for the data processing of GPS and inertial data is to combine all 

the measurements in order to yield a best estimate of position, velocity and attitude. Here, 

.. best" means to satisfy the criterion of minimization of the sum of squares of the weighted 

residuals (least squares approach). The most common algorithm for processing GPS with 
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inertial data is the Kalman filter. The Kalman filter is essentially a sequential least squares 

approach to the estimation of parameters that change with time [Gelb, 1974]. Two generic 

Kalman filter mechanizations for integration of GPS data with inertial measurements are 

used: Open loop and closed loop Kalman filters [Bose, 1996b]. 

In a open loop mechanization the INS is corrected using the GPS solution. There is 

no feedback to the INS to correct inertial sensor errors. The errors therefore will propagate. 

INS positions and velocities can be sent to the GPS receiver where they are used for code 

aiding acquisition. Open loop is the simplest mechanization, can use any GPS receiver with 

any INS and bad GPS measurements do not affect INS operation, however, error dynamics 

must be accurately modeled which is difficult to do with strapdown INS [Bose, 1996b]. 

In the closed loop approach, corrections are feed back to the INS, thereby avoiding 

the necessity for error propagation in the Kalman filter. Since INS data is continuously 

updated while GPS data is available, better performance is ensured in the event of a GPS 

outage. Care must be taken, however, to monitor GPS measurements and guarantee that 

erroneous GPS data do not contaminate INS parameters [Bose, 1996b]. 

Two separate filters for the GPS and INS, as shown in Figure 3.9, provides 

redundancy. In case of INS failure the GPS navigation solution may still be obtained. The 

use of separate Kalman filters, however, leads to several compromises in terms of design 

flexibility and performance in favor of redundancy [Tazartes and Mark, 1988]. An 

integrated Kalman filter that processes both GPS and INS yields maximum performance. 

In this situation the GPS and INS are limited to their sensor functions. This is designed as 

a tightly coupled integration and is usually used when a GPS receiver is physically and 
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electrically integrated with an INS. 
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Figure 3.9- GPSIINS open loop and closed loop mechanization (after Bose, [1996b]). 
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Chapter4 

GPS CARRIER PHASE AMBIGUITY RESOLUTION 

A prerequisite to obtain accurate attitude determination is that the carrier phase 

ambiguities are resolved. Different techniques have been developed to estimate the carrier 

phase ambiguities in differential GPS positioning. All the techniques have in common the 

need of an approximate initial position in order to define a search space where trial sets 

of possible solutions are included. In attitude determination it is possible to significantly 

aid integer ambiguity resolution by exploiting redundant information such as baseline 

length and elevation angle. The baseline length must be surveyed beforehand, while for the 

elevation angle, maximum limits can be set or data from a motion sensor may be used. 

Since attitude determination is needed in real time for hydrographic applications, 

ambiguity resolution using data from a single epoch (instantaneous) is very important to 

avoid initialization periods, when starting out or when a signal loss and a cycle slip occurs. 

Therefore, this chapter is focused on instantaneous ambiguity resolution using a least 

squares search technique. The first section introduces the GPS carrier phase observable and 

its observation equations, and addresses the question of simultaneity of observations made 

by two receivers tracking the same satellites. The second section describes the least squares 

ambiguity resolution technique and a efficient method of determining the search space on 

a spherical layer defined by the known baseline length between two antennas, plus or 

minus an estimated baseline length error [Lu and Cannon, 1994]. The problems of satellite 

selection, and of validation of the estimated solution are also addressed. 
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4.1 Carrier Phase Observation Equations 

GPS signals are modulated on carrier waves defined on the Ll and L2 bands. The 

phase observable is the difference between the satellite carrier phase (as sensed by the 

receiver's antenna and tracking loops) and the phase of the internal receiver oscillator 

[Leick, 1995]. The measurement process does not account for the number of whole cycles 

of carrier waves between the receiver and satellite. However, the fractional part of the 

carrier wave can be measured with a precision that is about 111 00 of a cycle, which equals 

two or three millimetres in linear distance [Leick, 1995]. 

Through this section, a superscript identifies the satellite, and a subscript identifies 

the receiver. The carrier phase observation equations described in the next sub-sections 

were taken from Leick [ 1995], with small modifications justified in the text. 

4.1.1 Undifferenced Carrier Phase 

The measured carrier phase at nominal time t for station k and satellite p in units of 

cycles is described by the following observation equation: 

<f't(t)=l.rf:.(t)+/[1- (l;(t)]dtk -Jdt P +N{ +a P rf/.(t) 
c c c (4.1) 

-1{(1)+ T{(t)+M{(t)+hit)+h P(t)+s 

where/is the carrier frequency, cis the speed of light in the vacuum, pis the geometric 

range, pis the range rate, dt is the clock error, N is the carrier phase ambiguity, a is the 

satellite frequency offset, I and T denote the ionospheric phase advance and tropospheric 
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delay on the carrier signal, M is the multipath effect, the terms hPand h trefer to the satellite 

hardware delay and receiver hardware delay respectively, and E is the random carrier phase 

measurement noise. 

The clock error and ionospheric terms in equation ( 4.1) have different signs when 

compared with the expression derived by Leick [ 1995]. The cause for the difference in the 

sign of the clock error terms lies in the equation that relates nominal times with true times 

via the clock errors. To fmd the true time of transmission or reception of a signal, one needs 

to subtract the clock error from the nominal time of transmission or reception. Following 

this approach, to compute the geometric range from carrier phase measurements the 

receiver clock error term must be subtracted and the satellite clock error term must be 

added, which is in accordance with expression ( 4.1) and with the derivation described by 

Teunissen and Kleusberg [1996]. Since the ionosphere causes an advance in the carrier 

phase propagation [Teunissen and Kleusberg, 1996], it is necessary to add the ionospheric 

term to the measured carrier phase in order to compute the geometric range, thus the minus 

sign in equation (4.1). 

The receiver clock error has a large component due to the productfdt kand a smaller 

term which is a function of the topocentric range rate. The range rate, can be computed 

using the measured doppler frequency,f.o. through the following expression [Leick, 1995]: 

(4.2) 

Satellite clock errors affect the phase observable through the large termfdtPand the 

small satellite frequency offset term which depends on the tropocentric range. 
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4.1.2 Carrier Phase Single Differences Between Receivers 

If two receivers observe the same satellite at the same nominal receiver time, it is 

possible to eliminate some common mode errors. The single difference between receivers 

k and m that observe satellite p is defined by the following expression: 

%,lt) = <j>f(t)-qi,;l(t) 

= /[~(1)-~(t)] + aP [~(t)-""1(1)] - [_[tf;(t)dtk -Pn,(t)dtm] + Jidtk -dtm] + N{m 
c c c 

+ JA~(t) + TA~lt) + MA~1(t) + hkm(t) + &f711 (4.3) 

In the above expression, the subscript km is used to identify the difference operation in 

accordance with the following convention, where x is any variable except multipath and 

random measurement noise: 

X P -xP xP km- k - m (4.4) 

The single difference of random measurement noise is given by the quadratic mean: 

(4.5) 

Multipath can be divided into a coherent part and another incoherent (see 

subsection 5.1.3). The single difference of the coherent component follows equation ( 4.4), 

while the single difference of the incoherent part is in accordance with (4.5). 

The main advantage of the single difference observation is that most of the errors 

common to the satellite cancel. The satellite clock error and the satellite hardware delay 
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also have canceled. The small term of the satellite frequency offset converges toward zero 

as the separation of the receivers decreases. All these errors cancel as long as they remain 

constant between satellite emissions. If the nominal reception time is the same for both 

receivers, the emission times differ slightly because of different distances between the 

satellite and the two stations [Leick, 1995]. In attitude determination, the distance between 

antennas is limited to a few metres, and the changes in the clock error between emission 

times are negligible. Also for small baselines, the tropospheric and ionospheric errors 

cancel out. However, the noise term is increased by a factor of v'2 if we assume the same 

random measurement noise for the two receivers. 

The mathematical model that relates a small baseline vector M, to the differential 

range measurement ~p (obtained via carrier phase techniques, for example) is given by the 

following equation [Vanicek et al.,l984], after made some simplifications, assuming a 

small distance between receivers: 

(4.6) 

Where eP is the unit pointing vector (direction cosine vector) to satellite p. 

4.1.3 Carrier Phase Double Differences 

If two receivers k and m observe two satellites p and q at the same nominal time, the 

double difference observable is given by the following expression: 
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<pf.!,(t) = q>f71,(t) - cvk,,(t) ( 4. 7) 

= [([~(t)-~,(t)] - [pj(t)-p!,(t)])- [([~(t)-~(t)] + [pi(t)-t>!,(t)]) 
c c 

+ [([~(t)-~(t)] - [pi(t)-p!,(t)]) + N!: + If:,;(t) + T!:(t) + M!:(t) + i',;', 
c 

In the above expression, the superscript pq and the subscript km are used to identify the 

difference operation in accordance with the following convention, where x is any variable 

except random measurement noise and multi path: 

(4.8) 

Double difference of multi path and random measurement noise can not be defined 

by equation ( 4.8) due to their random component, as mentioned in section 4.1.2. 

In addition to the cancellation of the satellite clock errors, the most important 

feature of the double difference observation is the cancellation of the receiver clock errors. 

These errors cancel completely as long as the observations to the satellites are made at the 

same time or the receiver clock drifts between epochs are negligible [Leick, 1995]. The 

small clock term which is a function of the topocentric range rate remains. The terms due 

to the satellite frequency offset, ionospheric effect and tropospheric effect are negligible 

for small baselines. 

The mathematical model that relates the double difference range measurement, 

V .1-p, with the baseline vector is given by the following equation, after simplifying the 

general expression given in Vanicek et al.[l984] for a small distance between stations: 

(4.9) 
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After double differencing the noise level is 2 times larger than the undifferenced 

observable and J2 times larger than that after single differencing, if the measurement noise 

is the same for measurements from two satellites and two receivers. Double differencing 

is usually the preferred technique for attitude determination for the following reasons 

[Mowafy, 1994]: 

• Double differencing eliminates the large receiver and satellite clock errors. 

• Even with a common oscillator, hardware delays between satellites and receivers 

may exist, and double differencing is required to eliminate this error. 

If a common oscillator is used for both receivers, any local tirrie error affects both 

carrier phase measurements identically. These variations cancel in the single differencing 

process between receivers. If the problem due to receiver hardware delay is overcome, then 

it is preferable to use single differences instead of double differences, because they are less 

noisy. 

4.1.4 The Question of Simultaneity 

Because of differing distances between a receiver and different satellites the 

propagation delay will also differ. Therefore, signals that are received at the same time 

were emitted at different times, and signals that are emitted at the same time will be 

received at different times. Due to satellite motion, signals emitted at different times were 

emitted from different satellite positions. 

Assuming the signals are received at the same nominal time, the problem is to find 
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the magnitude of the error due to lack of simultaneity at transmission. 

Let us assume the signals are received at the same nominal time, tr, and that the 

receiver antennas are separated by less than 10m. As sketched in figure 4.1, the signal 

would have been emitted earlier /:ite units of time, for the receiver further away from the 

satellite. If the time for which the satellite position is computed is te2 then the measured 

range p1 should be corrected to account for the different time of emission For a 10m 

baseline the value of /:ite is always less than 3 .3·1 0 ..s seconds and assuming a range rate less 

than 1000 m/s, the correction to the range will be less than 0.033 mm. Under this condition, 

which is appropriate for attitude determination on a marine vessel, the error introduced by 

lack of simultaneity of emission times is negligible. 

I,-.. GPS . • v - receiver 
I 
I 0 - GPS satellite 

'pi 
p2 \ 

\ 
pl>p2- tel<te1 

AR 

Figure 4.1- The problem of no simultaneity at transmission. 
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4.2 Least Squares Ambiguity Search 

Least squares search techniques are the most suitable for instantaneous ambiguity 

resolution. These techniques have proven to be successful in differential GPS positioning. 

The main alternative, motion based methods, which make use of the information provided 

by vessel or GPS satellite motion, are not suitable for instantaneous ambiguity resolution 

[Mowafy, 1994]. 

The least squares search technique is described in Hatch [1990]. The technique is 

based on the least squares adjustment and uses the least squares residuals of the 

observations to measure the disagreement between the phase measurements corresponding 

to different ambiguity sets being tested. A flow chart of the least squares ambiguity search 

technique is represented in Figure 4.2. 

At least four satellites are needed to generate an entire set of potential ambiguity 

solutions within a pre-defined search space. Four satellites are designated as the primary 

satellites and the remaining visible satellites are designated as secondary. The larger the 

search space, the greater is the number of possible integer ambiguity solutions which must 

be calculated and tested, and the longer the computation time required. In differential GPS 

the search space is usually centered at an approximate pseudorange-derived position, and 

its size is typically taken to be three times the estimated standard deviations of these 

approximate coordinates [Lachapelle et al., 1992]. In attitude determination, the size of the 

search space can be reduced by using redundant information from an external sensor, or 

incorporating the known baseline length as a constraint. 
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The observation equation that relates the measured carrier phase double differences 

to the baseline vector is given in matrix form as: 

AflR+w=O 
w=/J,.VI1N1-Vflcp1, .••• ,VI1Nns-t-Vfl<piiS_ 1) 

(4.10) 

where A. is the carrier phase wavelength, ns is the number of visible satellites, A is a design 

matrix that results from the difference of the pointing vectors defined in equation (4.9), w 

is the misclosure vector and V fl is the double difference operator with the same meaning 

as the operator defined by equation ( 4.8).In equation ( 4.1 0) it is assumed that the carrier 

phase double difference observable has been corrected from all the possible error sources 

described in equation ( 4. 7), or these errors are negligible. 

Based on the potential solution for the ambiguities coming from the primary 

satellites to be tested, a potential solution for the coordinates can be calculated with: 

(4.11) 

where p designates the group of primary satellites. 

The double difference range for each pair of secondary satellites, V flps , can be 

computed using equation (4.9), for each of the potential solutions. The double differenced 

integer ambiguities for each pair of secondary satellites can be calculated by the formula: 

(4.12) 

where subscript s refers to the secondary satellites, A. is the carrier phase wavelength and 
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nint is the "nearest integer" operator. 

Once the integer ambiguities have been determined, the measurement residuals for 

each potential solution can be computed through a linear least squares adjustment: 

(4.13) 

where Cis the covariance matrix of the double differenced observations. The measurement 

residuals computed through the least squares adjustment are: 

(4.14) 

These residuals provide the basis for testing each potential solution. For the correct 

solution the computed observations for the secondary satellites should be very close to the 

corresponding measured observations. The measure of disagreement is given by the 

estimated variance factor, formulated as: 

~2 VT·C -I.y 
uo=--­

ns-4 

The variance-covariance matrix of the estimated coordinates is given as: 

(4.15) 

(4.16) 

At the correct solution the estimated variance factor should be a minimum, thus the 

potential solution that corresponds to the smallest variance factor is the solution selected 

for validation. 
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Figure 4.2- Flowchart of the least squares ambiguity searching technique. 

4.2.1 Ambiguity Search with a Fixed Baseline Length 

Ambiguity search spaces are usually based upon the uncertainty associated with a 

differential pseudorange solution for the baseline between two GPS antennas. This 

uncertainty depends upon the pseudorange measurement noise level, which is typically a 

few metres for wide-correlator receivers and a few centimetres for narrow-correlator 

receivers [Van Diederendonck et al., 1992]. 
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The technique for detennining the ambiguity search space described in this section 

is based on a method described by Lu and Cannon [1994] which utilizes the Cholesky 

decomposition and the known baseline length between GPS antennas as a constraint to 

construct the potential ambiguity sets on a sphere. 

Squaring equation ( 4.11) we obtain: 

(4.17) 

where D is the baseline length and AAT is a 3 by 3 positive definite matrix that can be 

Cholesky decomposed into the product LL r of a lower triangle matrix L times its transpose. 

With this substitution equation ( 4.17) can be rewritten as: 

(4.18) 

For a short baseline (less than the accuracy of the pseudorange solution) the search 

space is centered at one antenna, designated as the reference antenna, and the ambiguities 

ofthe primary satellites can be sequentially constrained using equation (4.18). The search 

range for the first ambiguity parameter is given by: 

(4.19) 

where "6D is the baseline length error and ltj is the element in row i and columnj of the 

matrixL"1• For a given value of the first ambiguity parameter, the search range of the second 

ambiguity parameter is given by the following expression: 
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where w; is the ith element of the misclosure vector. Finally the range of the third ambiguity 

parameter is given by the following expressions: 

If the baseline length error is very small (oD=O) the third ambiguity parameter is 

restricted to two possible values. Assuming the ambiguity search ranges for the first and 

second ambiguity parameters are± 10 cycles, the total potential ambiguities to be tested are 

21 x 21 x 2 = 882, as opposed to 213=9261 with a cubic search space where the known 

baseline length is not considered. Therefore, the number of ambiguities is reduced by an 

order 10. 

The Cholesky decomposition must only be performed once per epoch, and only the 

misclosure vector needs to be computed for each potential solution. This greatly speeds up 

the computation and enhances the reliability of the ambiguity search process. 
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4.2.2 Selection of the Primary Satellites 

The selection of the primary satellites is very important to successfully resolve the 

carrier phase ambiguities. If the trial position computed from the corrected set of 

ambiguities for the primary satellites has a significant error, then the ambiguities for the 

secondary satellites as computed from this trial position may differ from the correct ones 

and the correct solution will not be not found. Therefore, when more than four satellites are 

being tracked simultaneously by two GPS receivers, the primary satellites should be chosen 

such that the error in the estimated parameters (in this case the relative position vector) is 

the minimum for all the possible combinations of four visible satellites. 

The variance-covariance matrix of the estimated parameters is given by equation 

(4.16). In this equation the factor that depends on satellite geometry is formed by the 

cofactor matrix: (A r.c -1·Ar 1 . The cofactor matrix is the matrix of multipliers 

of the double difference range variance to give position variance. 

A figure of merit is formed by the trace of the cofactor matrix. This figure of merit 

is similar to the Geometric Dilution of Precision (GDOP), both in form and in dependency 

on satellite geometry. However, the figure of merit depends on the covariance matrix of the 

observations, which varies with the observation differencing strategy. The primary satellites 

are chosen such that the trace of the cofactor matrix for that particular set of satellites is 

less than for any other possible combination of four satellites. 
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4.2.3 Validation of the Estimated Solution 

In instantaneous ambiguity resolution only measurements from a single epoch are 

used. Since no more than ten satellites are tracked simultaneously the sample size is limited 

to 10 or fewer observations for single frequency and 20 or fewer observations for dual 

frequency receivers. When the number of secondary satellites is small, it can happen that 

the element of the set of trial positions giving minimum variance is not necessarily the 

correct one. This will lead to wrong ambiguity resolution and incorrect estimation of the 

antenna vector. Among the strategies implemented to address this problem are the 

comparison of the current ambiguity solution with previous ones, and statistical tests. 

If continuous tracking of the signal is maintained from epoch to epoch, the 

estimated ambiguities should be constant. Thus, one validation test is to compare the 

current solution with the previous one. If the solution differs from one epoch to the next, 

this may indicate a bad solution and/or a lost of signal. If the solution does not differ from 

one epoch to the next, it means that it is correct or that the same wrong solution was 

estimated for at least two consecutive epochs. This method may work for a majority of 

situations but it is not completely reliable. 

A more reliable validation parameter, using the same principle, is the moving 

average technique [Mowafy and Schwarz, 1994]. A moving average for each double 

difference ambiguity is computed at each epoch, starting from a reset point, as follows: 

(n-1) avrn-l + amb 
avr =--------------n n (4.22) 
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where avr is the ambiguity average, n is the epoch index starting from the reset and amb is 

the current computed ambiguity. Before considering the current ambiguity in the 

computation of the moving average, a test is performed to detect the occurrence of cycle 

slips above a selected ambiguity window (plus or minus four cycles, for example). If the 

difference between the computed ambiguity and the moving average is less than the 

specified ambiguity window, no cycle slip is assumed. If the difference is larger than the 

specified limit, it is assumed that a cycle slip ocurred, and the moving average is reset. 

Without cycle slips and when ambiguities are correctly solved, the moving average should 

be an integer number. Without cycle slips and when an incorrect solution is selected, the 

moving average, as computed from equation (4.22), is a real number. Once the moving 

average has been computed, the computed ambiguity is compared to it. If they agree, the 

computed ambiguity is considered as correct. Otherwise, the moving average is taken as the 

correct ambiguity. Before comparing the estimated ambiguities with the moving average 

a certain number of epochs should elapse after the reset, in order to allow reliable 

computation of the moving average. This period depen~s on the expected noise of the 

observations. 

Other tests commonly used to identify the correct amhiguity are statistical tests on 

the estimated variance factor, namely the chi-square test and the F-test. In the chi-square 

test the a posteriori variance factor is checked for compatibility with the a priori variance 

factor and the acceptance criterion is given as follows [Lachapelle et al., 1992]: 

~2 < 0 2 ( ci) 
<Jo df X df, 1 -u 

(4.23) 
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where cr~ is the a priori variance factor and i df. l-a is the chi-square percentile for 

degrees of freedom df and confidence level 1-a. 

The F-test uses the ratio between the smallest variance and the second smallest 

variance to ensure their statistical independence. The smallest variance comes from the 

ambiguity set selected as described in Figure 4.2. The second smallest variance comes from 

the "next best'' ambiguity set. which would be selected by modifying Figure 4.2 to maintain 

both the best ambiguity sets having smallest and next smallest variance. This comparison 

is given as [Erickson, 1992]: 

d~(2) 
--;;;-F , dfl,dfl,a 
d~(l) 

(4.24) 

where the numbers under parenthesis stand for the smallest and second smallest variance 

factor, and F is the Fisher distribution for dfl degrees of freedom (for the solution with 

smallest variance). dj2 degrees of freedom (for the solution with second smallest variance) 

and significance level a. If the ratio is greater than a specified value. the ambiguities are 

considered solved. otherwise the result is considered incorrect. A reliable acceptance limit 

for this ratio was taken to be greater than or equal to 2 by Landau and Euler [1992]. and 

greater than or equal to 3 by Cannon and Haverland [1993]. based on empirical results. 

Both the chi-square test and the F-test are based on the assumption that the residuals 

are normally distributed. When solving for the ambiguities instantaneously, the number of 

measurements is not large enough to give a good description of the residual distribution. 

Therefore statistical testing may not be reliable in rejecting wrong solutions. particularly 
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when single frequency observations are used. 

Due to this considerations, the validation strategy used in later chapters of this 

reports is based on the moving average and statistical tests, both the chi-square test and the 

F-test. An assessment of the perfonnance of each validation strategy is made in Chapter 7. 
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ChapterS 

FACTORS AFFECTING THE ACCURACY OF ATTITUDE 

DETERMINATION WITH GPS 

In this chapter the main factors affecting accuracy of attitude determination from 

a multi-antenna GPS are described. These factors can be divided in two categories 

[Mowafy, 1994]. The first category comprises errors in GPS carrier phase measurements. 

These errors are due to receiver-specific errors, antenna phase centre variation and 

multipath propagation. The second category addresses operational factors such as baseline 

length, structural flexing, satellite geometry and antenna configuration. 

5.1 Measurement Errors 

Due to the short lengths of baselines used in attitude determination, some of the 

measurement errors cancel out (or become negligible) when a double difference observable 

is used (see section 4.1.3). The main errors left are receiver specific errors, antenna phase 

centre variation and multipath. These errors will be briefly described and quantified. 

5.1.1 Receiver Specific Errors 

The measurement of GPS observables can not be made with infinite precision. 

There is always some level of noise contaminating the observations. The most basic kind 

of noise is due to the electrical current generated by the electrical motion of the electrons 
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and is known as thennal noise or Johnson noise (after J.B. Johnson who first observed the 

effect in 1927) [Looney, 1993]. The thennal noise power, Pt, is proportional to the effective 

noise temperature of the device in which the noise current flows, Te, as expressed by the 

following relationship [Langley, 1996]: 

Pt=k·Te·B (5.1) 

where k is the Boltzmann's constant and B is the bandwidth in Hertz. 

The minimum received GPS signal power, including minimum transmitted signal 

power, free-space loss and atmospheric attenuation is 1 0"16 Watts [Braasch and Graas, 

1991]. The signal to noise ratio S N can be derived from: 

10-16 
SIN-­

k·Te·B 
(5.2) 

The r.m.s. error on the reconstructed carrier, ac. which dictates the measurement 

accuracy, is given by the following equation [Cohen,1996]: 

(5.3) 

where CIN0 is the carrier signal to noise ratio, and A. is the carrier wavelength in metres. 

The equation of C1N0 can be written as follows: 

CIN. =SINB 0 

= 1 0· log10( SIN B) 
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The antenna gain has a direct effect on the estimated value of the carrier signal to 

noise ratio [Jurgens et al., 1992]. Higher antenna gain increases system performance by 

increasing the carrier signal to noise ratio, and consequently lowering receiver 

measurement error. In most GPS antennas the gain is small for low elevation angles; thus 

measurements of low elevation angles are noisier. 

The carrier tracking loop bandwidth (B) should be tuned to accommodate changes 

in the receiver-satellite relative motion. For most geodetic applications the receiver is 

stationary, therefore bandwidths of 2 Hz or less can be used. A tracking loop with such a 

narrow bandwidth might have problems due to rapid variations in phase caused by the 

ionosphere [Langley, 1996]. For dynamic applications up to 4g the bandwidth is typically 

20Hz. The magnitude of the receiver noise in static applications can be less than 0.5 mm, 

while in dynamic situations can increase to 1-5 mm [Braasch and Graas, 1991]. 

The choice of the tracking loop bandwidth should be wide enough to avoid loss-of­

lock during motion and to allow a high data renewal rate. The bandwidth should be narrow 

enough, however, to achieve a small probability of ocurrence of cycle slips [Braasch and 

Graas, 1991]. 

Other receiver specific errors include local oscillator instability, crosstalk, inter­

channel biases, drifts and quantization noise [Langley, 1996]. The error due to local 

oscillator instability can be solved or differenced out if measurements on all visible 

satellites are made at the same instant. 

Crosstalk is the interference between Radio Frequency (RF) paths that causes signal 

energy from one path to couple into another. A high level of isolation between paths is 
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required to keep crosstalk to a level of 0.5 mm or lower. 

Inter-channel bias results from using different hardware channels to measure the 

carrier phase for each satellite. In modem receivers these errors are calibrated at the level 

of0.1 mmorbetter[Hofmann-Wellenhofetal., 1994]. 

Drifts are a nearly constant offset from one channel to another, due to different 

antenna cable length and temperature changes inside the receiver. Since such drifts are the 

same for simultaneous observations, they are removed in the double-differencing process. 

Finally, quantization noise results from imprecision of analogue to digital 

conversion in the digital receiver. This error can usually be neglected in a digital receiver 

[Langley, 1996]. 

In summary, receiver specific errors in carrier phase measurements are within 1 mm 

level for low dynamic applications such as hydrographic surveying. 

5.1.2 Antenna Phase Centre Variation and Imaging 

The antenna phase centre is the apparent electrical centre of the antenna, or the 

point at which the radio signal measurements are received. The antenna phase centre of 

GPS antennas is dependent on the direction of the signal and does not generally coincide 

with the physical centre of the antenna [Schupler et al., 1994]. A mean phase centre is 

computed during a calibration process and its location is a function of antenna type and 

design. 

In real applications the antenna receives signals from different directions. Each 
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signal is received at an actual phase centre. The difference between the mean of the actual 

phase centres and the nominal mean phase centre is defined as the antenna phase centre 

variation. For modern geodetic GPS receivers, this variation is of the order of a fraction of 

a millimetre to a few millimetres depending on satellite geometry and antenna design 

[Mowafy, 1994]. 

Since a differencing technique is employed in GPS measurements for attitude 

determination, it is very important to ensure repeatability of phase centre variations 

between antennas. In this case, the variations will be minimized in the differencing process. 

The repeatability between antennas can be reinforced by using the same type of antennas 

and orienting them towards north in the same way. 

Imaging occurs when another conducting body in the immediate vicinity of the 

antenna, such as a large reflector or a ground plane, changes the radiation pattern of the 

isolated antenna. The total pattern will be in general more complicated than the original 

antenna pattern which contributes to an increase in the phase centre variation. Although this 

phenomenon seems similar to multipath, one distinction, as mentioned by Tranquilla [1986, 

p.561 ], is "the ability to more easily model the effect as an array phase centre movement 

and to visualize the interference pattern as a function of observation angle." In shipborne 

applications, for example, the metal superstructure may contribute to imaging problems. 

During field data collection (see Chapter 6) three microstrip geodetic GPS antennas 

were used. These antennas were all aligned to the same direction in order to minimize the 

error due to phase center variations. The vessel where the antennas were mounted was 

made of fiber glass (a bad conductor of electrical energy) and no other metallic structures 
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were located in the vicinity of the antennas. In this case. errors due to imaging effects are 

assumed to be negligible. 

5.1.3 Carrier Signal Multipath 

The term multi path denotes the possibility of radio signal propagation along various 

paths from the transmitter to the receiver. In multi path propagation two or more paths exist 

a direct path and other paths via diffractions and refractions from surfaces that are not part 

of the antenna itself. Reflections from parts of the antenna are most conveniently described 

as antenna phase centre variations [Georgiadou and Kleusberg, 1988]. 

The reflected and diffracted component can be separated in two parts: one specular 

(coherent) and the other diffuse (incoherent). The specular component is well defined in 

terms of amplitude, phase and incident direction. Its main characteristic is its conformance 

to Snell's law. The diffuse component arises from the random nature of the scattering 

surface and is non-deterministic [Sadiku, 1993]. 

The effect of the coherent part is the main source ofmultipath error. Its maximum 

possible error on carrier phase measurements was estimated to be 90 degrees or 4.8 em in 

range of the Ll carrier. It can be demonstrated [Georgiadou and Kleusberg, 1988] that the 

following factors influence the carrier phase multipath error frequency: 

• it is inversely proportional to the carrier wavelength. 

• it is proportional to the perpendicular distance of the antenna phase center from a 

flat reflector. 
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• proportional to the cosine of the elevation of the satellite above the reflector plane. 

• proportional to the rate of change of the elevation of the satellite above the reflector 

plane. 

Multipath errors are a function of the specific antenna environment, materials, 

antenna gain pattern, geometry and receiver design. An approximate rule of thumb for a 

differential ranging error between a pair of closely spaced microstrip antennas, due to 

· multipath is about 5 mm standard deviation [Cohen, 1996]. 

In small-launch hydrographic applications multi path interference for pseudorange 

can be expected mainly from specular reflections of objects in the vicinity on the antenna 

(with period of5 to 10 minutes depending on satellite elevation) ami vt:ry low frt:qut:ncy 

(25 to 60 minutes period) reflections from the water surface [Tranquilla and J.P. Carr, 

1991]. It has been shown [Fu., 1992] that, at a static site, carrier phase mu1tipath error from 

water surface observed on GPS carrier phase measurements can be modeled as a coherent 

reflected signal superimposed with a small random component. The periodicity of the 

coherent signal lies between 20 to 50 minutes period. This result is in accordance with 

multipath error models derived for the code tracking loop and carrier tracking loop. 

Simulated results using these models predicted code and carrier phase multi path with the 

same periodicity, however, the pseudorange error peak occurs when the carrier phase error 

art: zt:ru and vice-versa [Braasch, 1996]. 

The rolling and pitching motion of a hydrographic launch rapidly changes the 

satellite-reflector-antenna geometry and this randomizes the effects of multipath,so that it 

becomes more noise-like, and does not have a systematic effect. As the motion dynamics 
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decrease, however, multipath effects become more significant [Lachapelle, 1989]. Thus, 

under calm water conditions, multipath effects are more significant than under rough water 

conditions. 

5.1.3.1 Carrier Signal Multipath Detection and Minimization Techniques 

The topic of multi path mitigation in GPS carrier phase measurements has received 

considerable attention in the literature, thus, it is not possible to describe all the methods 

in one small subsection. Instead, a brief overview is presented of some of these techniques. 

The simplest method to reduce multipath is by placing the antenna where it is less 

likely to receive reflected signals. One example that eliminates ground bounce reflection 

is by placing the receiver GPS antenna on the ground instead of a tripod [Weill, 1997]. 

Some multipath mitigation techniques attempt to take advantage of signal 

propagation geometry through the use of special antennas. Such techniques include the use 

of ground planes, choke rings, absorbing material, and polarization discrimination. The 

groundplane is a metallic circular disk in the horizontal plane and centered at the GPS 

antenna's base. The disk should provide a shield against signals coming from below the 

horizon. The groundplane does not perform as well as expected because signals from below 

may induce edge-currents which produce significant diffracted components 

[Tranquilla, 1986]. For this reason an electrically lossy material may be incorporated into 

the groundplane or the groundplane can be replaced by a choke ring which is essentially a 

groundplane containing a series of concentric circular troughs on~uarter wavelength deep. 
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The use of groundplanes or choke rings is not recommended in marine applications where 

the ships motion may raise the antenna groundplane horizon well above the earth horizon. 

Additional multipath attenuation by the antenna results from polarization 

discrimination. The direct GPS signal is right-hand circularly polarized. Upon reflection 

from a planar surface the signal will be left polarized. An ideal antenna will completely 

reject all signals that are left polarized. In practice this does not happen but some level of 

attenuation can be achieved. Reflections from very rough surfaces have random 

polarization characteristics and thus are less attenuated [Braasch, 1996]. 

Other methods for reducing multipath effects, considered the most promising 

[Weill, 1997], use real-time signal processing within the receiver tracking loop. These 

include the use of narrow correlator spacing [Braasch, 1996] and the Multi path Estimating 

Delay Lock Loop (MEDLL) [Townsend et al., 1995] to improve the carrier phase tracking 

performance. 

The use of special antennas and signal processing within the receiver tracking loop 

attempt to reduce the effect of multi path on the carrier observable. Other methods, which 

can be used in conjunction with the above two, attempt to reduce multipath through special 

processing of the measurements. One technique that can be used to accurately determine 

multi path at a fixed site, such as a differential GPS station, is to observe the same satellites 

from one day to the next and to analyze the correlation between carrier phase 

measurements, advanced by about four minutes per day due to the half-a-sidereal-day 

period of the satellites. Since the satellite-reflector-antenna repeats from satellite pass to 

pass, multipath effects should also repeat, and will show up as correlation peaks. Another 
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technique is temporal averaging, which removes short period multipath signatures but does 

not work very well for low frequency multipath variations and does not eliminate multi path 

bias [Meehan and Young, 1992]. Obviously, these techniques require batch processing. 

Other methods use measurements by multiple receivers to reduce carrier phase 

multipath. Using the geometrical aspects of reflection in combination with special 

arrangement of GPS antennas it is possible to detect multipath [Becker et al., 1994]. 

Another approach is described by Raquet [1996] which uses observations from multiple 

receivers, with well known positions, to estimate the code or carrier phase multipath by 

performing a least squares condition adjustment using all the available measurements from 

all the reference receivers. This method was tested in a kinematic field test involving one 

mobile receiver and an improvement was observed of28 to 35% in the positioning accuracy 

of the mobile receiver [Raquet and Lachapelle, 1996]. Further development of this method 

will be the use of another constraint (such as antenna baseline length), instead of the 

relative positioning vector between antennas. This development will have application in 

instantaneous ambiguity resolution, since the method estimates the multi path error using 

measurements from a single epoch. 

The Signal-to-Noise Ratio (SIN) measured by the receiver depends on the amplitude 

of the direct signal, the antenna gain pattern and multipath. One multipath mitigation 

technique [Axelrad et al.,1994] uses the SNR to estimate the spectral parameters of the 

multi path and then constructs a profile of the multi path in the carrier phase which is used 

to correct the original measurements. 

For short baselines the differential ionospheric delay will be very small and 
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variations in the dual frequency ionospheric free solution will be an indicator of multi path 

contamination [Georgiadou and Kleusberg, 1988]. This is based on the idea that multipath 

effects vary with wavelength, and are unlikely to occur on both L 1 and L2 frequencies 

simultaneously. The carrier phase ionospheric free solution, in units of length, is given by: 

(5.5) 

where the subscript stands for the carrier frequency (L1 or L2) and C is a linear 

combination of the carrier phase ambiguities. For short baselines, the carrier phase 

ionospheric delay computed from dual frequency carrier phase observations can be used 

to indicate the presence of multi path. 

During field data collection (see Chapter 6), antennas were mounted free from any 

reflecting structure of the vessel, and this was the best way to avoid multipath. These 

antennas have a built-in ground plane which, we believe, avoided multipath signals 

reflected by the water surface. Note that the pitching and rolling motion of the vessel were 

less than ten degrees (see Appendix B) which was the selected satellite mask angle. If the 

amplitudes of these motions were greater, then use of ground planes would have been 

avoided since the groundplanes may raise above the satellite elevation angle mask. 

5.2 Operational Factors 

In addition to measurement errors, operational factors may affect the accuracy of 

attitude determination with GPS. These factors are structural distortion, baseline length, 
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satellite number and geometry, and antenna configuration. The influence of these factors 

is briefly discussed in the following sub-sections. 

5.2.1 Structural Flexing 

For determination of the attitude of a moving platform using GPS, the antennas must 

be mounted at stable points. In practice, the body of ships and other large vehicles may 

experience torsion, vibration and bending. These changes may result in significant attitude 

errors. 

Antenna mounting is another factor that must be considered to ensure the stability 

of the antennas. In shipbome applications, for example, the antennas usually can not be 

mounted on the surface and requires elevating the antennas above the surface. When 

elevating the antennas, care must be taken to minimize vibrations in the antenna supporting 

structure. 

5.2.2 Baseline Length 

The attitude pointing error depends directly on the differential range error and 

baseline length, according to equations (2.22) to (2.24). The most basic strategy for 

diminishing GPS attitude error is to increase antennae baseline length. As the baseline 

length increases, however, multipath effect becomes less correlated and differential 

multi path error may increase. Furthermore, the flexibility and bending of the surface 

carrying the antennas becomes more likely as the baseline length increases. In dynamic 
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applications, the accuracy achieved by a GPS attitude system is not linearly dependent on 

baseline length mainly due to the increase in differential multipath and structural flexing. 

5.2.3 Satellite Number and Geometry 

The minimum requirement for attitude determination using GPS is measurements 

from four satellites. If a common time reference is used then only signals from three 

satellites are required to compute the relative positioning vector between antennas. Given 

additional radial and geometrical constraints between antennas, a minimum of two GPS 

satellites is required for an attitude fix [Knight and Hatch, 1990]. This does not apply for 

instantaneous ambiguity resolution using the least squares search method. This method 

relies upon the existence of redundant satellites, therefore, more satellites than the 

minimum number are required. 

The number of visible satellites affects measurement redundancy. Increasing the 

number of visible satellites improves attitude reliability [Mowafy, 1994]. Measurement 

redundancy also has an important effect in ambiguity resolution using the least squares 

search method. If only the minimum number of measurements are made, then it will be 

impossible to solve the ambiguities. Increasing the degree of freedom of the observed 

carrier phase double differences will improve the accuracy of the final solution. 

Satellite geometry has an important effect in carrier phase ambiguity resolution. In 

the ambiguity least squares search approach a set of four primary satellites is selected to 

generate a set of potential solutions. The four satellites should have a good geometry to 
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generate the correct ambiguities. The Geometric Dilution of Precision (GDOP) algorithm 

is used to select the best satellites [Parkinson, 1996] for receiver position and clock error 

determination. The GOOP matrix results the from the position and time solution covariance 

matrix divided by the variance of the ranging errors to the satellites. The GDOP value is 

defined to be the square root of the trace of the GDOP matrix: 

(5.6) 

where EDOP (East DOP), NDOP (North DOP), VDOP (Vertical DOP) and TDOP (Time 

DOP) are the successive diagonal elements of the GDOP matrix. The lower the GDOP 

value the better position and clock error determination will be. 

Based on the GOOP concept, Brown and Evans [1990] introduced other figures of 

merit such as the Az-DOP and El-DOP (stand for Azimuth and Elevation Dilution of 

Precision respectively) as given by the following formulas: 

A=-DOP Jcos2(A=)·NDOP 2 + sin2(A=)·EDOP 2 

D 

El-DOP= VDOP 
D 

(5.7) 

(5.8) 

These figures of merit indicate the influence of the baseline length and satellite 

geometry for a given baseline orientation. 
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5.2.4 Antenna Configuration 

The minimum number of antennas required for attitude determination is three, with 

the condition that not all the antennas are collinear. Factors such as multi path minimization 

and baseline length are of major concern when choosing the best antennae location. 

Another factor is the antenna configuration. This factor depends on the method 

used for attitude determination. Using the direct method described in section 2.6, at least 

one of the baselines must be parallel to one of the BCS axis. The method that uses the 

attitude transformation matrix and the least squares approach do not impose any restriction 

on antenna locations, hence, some configurations may be more advantageous than others. 

The effect of antenna configuration has been analyzed when using three and four 

antennas in planar and three dimensional configuration [Serrano et al., 1995]. For a three 

antenna system the best configuration consists of two orthogonal baselines. For a four 

antenna system the orthogonal triad gives the best results. However, the results for a planar 

distribution of the four antennas in a square shape do not differ significantly from the 

orthogonal triad. 

In this study the number of available antennas was limited to three. There existed 

some constraints concerning the possible locations of the antennas aboard the vessel. 

Within these constraints, the triangular configuration, used in the experiment described in 

Chapter 6, was selected due to the following reasons: 

• The angle between two baselines was almost orthogonal (about 76°). 

• Using existing frames and poles the antennas could be well fixed to the vessel in 
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order to avoid possible vibrations and displacements due to vessel motion and sea 

action. 

• At these locations the antennas were free from any metallic structure or obstruction 

in their vicinity. 
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Chapter6 

FIELD DATA 

This chapter deals with the collection of field data. This occurred on 23 January 

1997 aboard the Canadian Hydrographic Service survey launch Plover [Bedford Institute 

of Oceanography, 1996] at Bedford Basin, Halifax. This data was used to compare GPS 

attitude results with data from a GPSIINS system used for motion compensation of 

multibeam sonar surveys, and to gain experience with some of the conditions and problems 

encountered when processing GPS carrier phase measurements. The chapter describes the 

equipment used, its installation aboard and data collection methodology. The last section 

deals with time tagging of data from both sensors, gaps in the data set and interpolation. 

6.1 Equipment Used 

The survey launch "Plover" is a 10 metre hydrographic survey launch used to carry 

out port surveys and near-shore mapping. 

Table 6.1 - Hydro ;raphic launch characteristics [After Dinn and Crutchlow, 1996]. 

Length overall 9.5m 

Beam 3m 

Draft 0.7m 

Displacement 6Ton 

Typical survey speed 6 to 10 kts 

This launch is made by fiberglass-reinforced-plastic and is equipped with a 

SIMRAD EM 3000 MBES capable of 120° swath survey [Dinn and Crutch low, 1996]. The 
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system uses a keel mounted transducer and a POS-MV model320 motion sensor [Applied 

Analytics, 1996a] for position and attitude determination. 

The GPS attitude determination system was composed ofthree Ashtech Zl2 GPS 

receivers. Two of these sensors were provided by the University of New Brunswick, 

Department of Geodesy and Geomatics Engineering. The third was provided by the 

Canadian Hydrographic Service, Atlantic division at the Bedford Institute of Oceanography. 

A fourth Ashtech Zl2 GPS receiver was used as a base station onshore to provide 

real time positioning of the survey launch with centimeter level accuracy, using Carrier 

Phase Differential GPS (CPD) [Ashtech, 1995]. RFM96 radio modems from Pacific Crest 

Corporation [Pacific Crest, 1995] were used for wireless communication between the GPS 

base station and one of the receivers aboard. 

6.1.1 Ashtech Z-12™ GPS Receiver 

The Ashtech Z 12 is a 12 channel, dual frequency GPS receiver that provides code 

and carrier phase measurements on both the L I and L2 bands in the Z-tracking mode or in 

the P-code mode. The Z-tracking is a technique developed by Ashtech, used to neutralize 

the effect of Anti-Spoofing (AS) [Leick, 1995]. 

A standard Ashtech Zl2 with the RTZ option installed, can be used for CPD. The 

navigation solution is processed in the rover receiver using the raw data transmitted via 

radio modem from one Ashtech Z 12 at the base station. After some initialization time, 

cmtimetre level kinematic positioning accuracies can be achieved. 
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These receivers have the capability to internally record raw data which can be 

downloaded to a computer in real time or after the survey is completed. Raw data files 

(pseudorange, carrier phase and ephemeris data) can be post-processed using Ashtech's 

PNAV (stands for Precision Navigation), which is a software trajectory package that 

provides positioning solutions using CPD. 

Standard accessories of each of the GPS receivers used for data collection were a 

precision geodetic antenna with groundplane. 

6.1.2 POS/MV 320 

POS/MV stands for Position and Orientation System for Marine Vessels and 

designates a group of inertial navigation system products that deliver position and 

orientation solution for marine vessels. This system has been developed in conjunction with 

the CHS in order to provide dynamically accurate and reliable position and attitude 

information for modem swath sonars (150 degrees or greater swath width)[Scherzinger et 

al., 1996]. 

POSIMV 320 is a GPS aided inertial navigation system which combines an IMU, 

and two GPS receivers in a single integrated package. The two GPS receivers are NovAtel 

GPSCard, both equipped with NovAtel antennas. One of the receivers, designed as master, 

is a modei3151R Performance Series Card, capable of receiving and processing differential 

corrections and the other, designed as slave, is a model 3151 Performance Series-Card. 

The aided inertial navigation algorithm of the POSIMV 320 comprises a strapdown 
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inertial navigator, a GPS Azimuth Measurement Subsystem (GAMS) and an error 

regulation component. The strapdown navigator computes the navigation solution with 

reference to an ellipsoidal rotating earth using inertial data of the IMU. These computations 

occur at the IMU sampling rate of 100 Hz. The GAMS computes heading aiding data using 

the carrier phase observable from the two GPS receivers. The GAMS azimuth 

measurements are combined with the inertial sensor data in order to obtain heading 

measurements. The error regulation component comprises the Kalman filter and a closed­

loop error controller. 

The POS/MV accuracy specification (with GAMS), given by the manufacturer, is 

equal to 0.05 degrees r.m.s. error for roll, pitch and heading. This error level is maintained 

under all vessel dynamics [Applied Analytics, 1996b]. 

6.2 Equipment Installation 

The sensors used for data collection were six GPS receivers and one IMU. As 

mentioned in section 6.1 the GPS antennas were four Ashtech microstrip model (one as a 

base station) and two Novatel models as part of the POSIMV 320. 

6.2.1 GPS Antennas 

Within the constraints imposed by the survey launch structure, three Ashtech 

antennas were mounted in a triangular pattern with two antennas parallel to the pitch axis 

in a symmetric position and the other antenna mounted above the IMU, on the roll axis of 
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the vessel. The two NovAtel antennas were mounted parallel to the pitch axis in the 

baseline defined by two Ashtech antennas as depicted in Figure 6.1. 

/' 

I/ Port 

I ~·~4.56m 
i I 0 ------~MU 

2.02ml t • 
I t1.37m ~ Frwd 

y -
I,,~ i \._.,I 

y. 4.56m 

Stbd 
·~------------------------------

Figure 6.1- Antenna Layout onboard. 

e -Ashtech antenna 

() - Nova tel antenna 

The distance between Ashtech antennas were evaluated after processing raw GPS 

data using PNA V, with a standard deviation less than 0.5 em for all baselines. The distance 

between Nov Atel antennas was based on BCS coordinates previously measured [Bedford 

Institute of Oceanography, 1996]. 

The Ashtech antennas Stbd and Port as well as the two NovAtel antennas were 

mounted on a solid metal frame and the Ashtech antenna Frwd was mounted on the top of 

a pole. All antennas were well fastened to the vessel's structure in order to minimize 

remaining vibrations due to motion and sea action. All Ashtech and Novatel antennas were 

oriented the same way to minimize the error due to phase center variations. 

Some of the attitude determination methods described in Chapter 2 require the 

knowledge of antennas BCS coordinates. However, BCS coordinates of the location of 

Ashtech antennas were unknown and was not possible to measure this coordinates in static 
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GPS survey due to the following reasons: 

• The launch was never in a static position even when anchored in the harbour. 

• Even when the launch was strongly tied to the pier, and could be considered 

"almost" in a static position, satellite visibility and multipath were limiting factors 

caused by the ships anchored aside the launch. 

It was very important to have at least one of the Ashech antenna baselines parallel 

to pitch or roll axis. Since the BCS of those antennas are unknown, the only way to 

compute the vessel's attitude parameters is through the direct determination method (see 

section 2.6) which requires one antenna baseline parallel to the roll or pitch axis. 

The Ashtech antenna designed as frwd was connected to one Ashtech Z 12 receiver 

that was working as a rover in CPD mode. The base station was mounted on the top of the 

Bedford Institute of Oceanography and radio link communications were established using 

the Pacific Crest RFM96 radio modem. 

6.2.2 Inertial Measurement Unit 

The IMU was part of the POS/MV 320 already installed aboard. Its position was 

right above the echosounder transducer. During POSIMV installation it was necessary to 

perform measurements on the mounting of the IMU with respect to the echosounder, the 

ship and the GPS NovAtel antennae. For attitude determination it is important to determine 

the ship to IMU misalignment angles, which in this case were: 

• pitch offset: +2.30° 
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• roll offset: oo 

These angles were determined after an underway assessment of the physical 

alignment during installation. This assessment is designed as patch test and is used to 

identifY systematic errors in MBES [Hughes Clarke, 1996]. The accuracy of the measured 

misalignment angles is within 0.05°, which is the same accuracy as expected from the 

POSIMV attitude measurements. These parameters are loaded into the POSIMV controller 

program after each new installation. 

6.3 Data Logging 

GPS raw data from the Ashtech receivers installed aboard were logged in the 

receivers at a 1Hz output rate and downloaded to a computer after the experiment was 

completed. The Ashtech receiver identified as frwd (see Figure 6.1) was connected to a 

computer for real time recording of NMEA GGA messages [NMEA, 1995] resulting from 

CPD positioning mode. This data was used to generate the vessel trajectory plots in 

Appendix C. 

The POSIMV 320 was operated by a Windows controller program installed on a 

computer supplied as part of the POSIMV system. Data logging operations were performed 

through this program and the files were stored in the computer hard drive. There are many 

output data groups available from the POSIMV system [Applied Analytics, 1996c]. For this 

experiment data group 4 was selected, which includes echosounder pitch, roll, heading, yaw 

and heave. A 10 Hz output rate was selected. 
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Eighty three minutes of data were collected, starting at 408440 seconds ( aprox. 

17:27 UTC) and finishing at 413472 (aprox. 18:50 UTC) on 23 January 1997, as shown in 

Figure 6.2. 

Period l Period 2 Period 3 

POS/MV I W/7////M W/ff//'"/fh ~A 

Ash tech 
antennas 

' ' ' ' 

I stbd Wffh%'/01 WffiWM 07/~ 

! port W///);r/ff///ff///h2 V//7//M 
I . 
I I 

:... frwd f---1 --"0~~~~~~~~~m~~~~~~~7.t:~,__"""'f0~~~~~~~VA~~~~~Z~..: _____,.-----"i0~ .. ~~~~z~0~7M~~_:,..~ 
408000 409000 410000 411000 412000 413000 

time (GPS seconds ofweek) 

Figure 6.2 -Data collection periods for the POS/MV and GPS Ashtech antennae. 

In order to transfer POSIMV data into 1.44 Mbytes diskettes data collection had to 

be interrupted after approximately 20 minutes of internal Z-12 data logging, due to 

limitations in the data storage capacity of the Ashtech receivers installed aboard. The data 

collection gaps are shown in Figure 6.2. There are three periods with data from all sensors, 

each lasting between 13 and 18 minutes (see Table 6.2), with a total of 47 minutes of 

simultaneous data. 

Table 6.2 - Periods of observation with data from all sensors. 

Start (GPS time) End (GPS time) Duration 

Period 1 409016.0 409849.0 833 sec. or 13.9 minutes 

I Period 2 410573.0 411613.0 1040 sec. or 17.3 minutes 
I 

Period 3 412463.0 413413.0 950 sec. or 15.8 minutes I 

During data collection the water surface was flat and the wind was calm. The vessel 

performed several maneuvers and changed speed from 0 to 8 m/s. Although sudden changes 
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of course and speed are not usual in hydrographic surveys, testing a motion sensor under 

such dynamic conditions, will enable us to evaluate its real performance under linear and 

rotational accelerations. The trajectory plots are shown in Appendix C. 

The satellite configuration during the test is described in Appendix D.The satellite 

elevation mask angle was set for 10 degrees in order to avoid the multi path effect from 

satellites near the horizon. With this elevation mask angle there were always six or more 

satellites visible (see Figure D4). The satellite geometry during all the periods of data 

collection was good, as shown by the satellite configuration plots (see Figures Dl, D2 and 

D3) and confirmed by the PDOP value being always less than 2.0 (see Figure D4). 

6.4 Problems and Solutions 

The quality of the data set collected was dependent on a number of factors. Since 

data from different sensors is going to be compared the first problem was related with time 

tagging the data. The second problem was the identification of gaps in the data set. Finally, 

there was the problem due to interpolation of the POSIMV 320 data set to Ashtech Z12 

epochs, since these sensors are not synchronized. The next subsections describe these 

problems and the solutions used to correct them. 

6.4.1 Time Tagging the Data 

Data from the Ashtech Z 12 receivers was time tagged with GPS time and data from 

the POS/MV 320 was time tagged with UTC (Coordinated Universal Time). These two 
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time systems are related by an integer number of seconds. For the date of the experiment 

GPS time was ahead of UTC by eleven seconds [U.S. Naval Observatory, 1995]. All 

POSIMV observation epochs were corrected for GPS time. Thus all the data sets were 

referred to GPS time. That does not mean that observations occurred simultaneously. The 

problem of mismatching observation epochs is dealt with in section 6.4.3. 

6.4.2 Data Gaps 

All the raw data files were examined for the occurrence of missing epochs. Data 

files from the Ashtech receivers are evenly spaced at one second epoch interval, with no 

gaps in the data set. The POS/MV 320 raw data files have a total of 22 isolated single 

epochs with no data, considering a data rate collection of 10 Hz. These data gaps on 

POS/MV files occurred during Period 2 between GPS time epochs 411310 to 411330 

seconds, and during Period 3 between GPS time epochs 413130 to 413150 seconds. The 

number of epochs with data gaps in the POSIMV files is 0.07% of the number of epochs 

with data. 

6.4.3 Interpolation 

Attitude measurements made by the POSIMV 320 at a 10 Hz data rate, need to be 

interpolated for the Ashtech GPS receiver epochs. The interpolation method had to be 

chosen such that the error introduced was within the estimated error for POSIMV 320 

attitude measurements (0.05 degrees r.m.s. error). 
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In order to test the errors induced by interpolation, two data sets were formed from 

each POS/MV file. The first set was formed by the odd elements and the second set was 

formed by the even elements of the original POSIMV data file. The first set contains 

measurements at 5 Hz data rate and was interpolated for the epochs of the second set. The 

difference between the interpolated parameters (using the file with even elements) and the 

observations (file with odd elements) is due to interpolation and measurement errors. The 

interpolation of the original data set, at a 10 Hz data rate, will induce an error smaller than 

the one evaluated by the process described above. 

Due to its simplicity and fast computational speed, linear interpolation was the first 

method to be tested. The difference between linearly interpolated attitude angles and 

measurements is shown in Figure 6.3. 

The difference between interpolated values and measurements is related with 

sudden changes of course (for heading and roll differences) and sudden variations of 

velocity (for pitch differences). From Figure 6.3, maximum errors due to linear 

interpolation for heading pitch and roll are, respectively, 0.08, 0.4 and 0.18 degrees. 

Therefore, errors due to linear interpolation exceed the POSIMV 320 error given by the 

manufacturer, which is 0.05 degrees. Thus another interpolation method had to be used. 

The second method tested was cubic spline interpolation [Press et al.,1992]. Using 

the procedure described above, with the same data sets, the difference between cubic spline 

interpolated values and measurements is shown in Figure 6.4. From this figure, maximum 

errors due to cubic spline interpolation for heading pitch and roll are, respectively, 0.02, 

0.07 and 0.03 degrees. Now, the difference between interpolated values and measurements 
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is within the POSIMV 320 error except for pitch. The error in interpolating pitch using 

cubic splines exceeds 0.05 degrees only in four epochs and the increment is not significant. 

Furthermore, these error limits are reduced when interpolating for a 10 Hz data rate. This 

is a significant improvement when compared to linear interpolation, which satisfies the 

initial requirement of an interpolation error less than 0.05 degrees. Therefore, cubic spline 

interpolation was the method used to compute the POSIMV attitude values for the Ashtech 

GPS receiver epochs. The plots shown in Figures 6.3 and 6.4 use the POSIMV data set 

collected during period 1. Similar results were achieved for the other two files. 
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Figure 6.3- Error due to linear interpolation of heading, pitch and roll. 
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Figure 6.4- Error due to cubic spline interpolation of heading, pitch and roll. 
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Chapter7 

DATA PROCESSING AND RESULTS 

The final stage of this investigation was the processing of the data collected in the 

field. The processing was done in two steps. First, GPS derived relative LCS coordinates 

between antennas were estimated. Second, GPS attitude measurements were derived from 

the antennas LCS relative coordinates and compared with interpolated POS/MV 320 

attitude measurements. The first section describes the processing of GPS measurements 

to derive LCS coordinates between antennas. In this section results achieved using the 

techniques described in section 4.2 are compared with PNA V solutions. The second section 

deals with detennination of attitude using previously computed LCS coordinates from GPS 

measurements and shows results of the comparison between GPS and POSIMV 320 attitude 

measurements. 

7.1 Processing GPS Carrier Phase Measurements 

This section contains the bulk of the data processing effort. Without fixing the GPS 

carrier phase ambiguities it would not have been possible to derive attitude measurements. 

Raw GPS data collected on the field was first processed using PNAV, and independently 

processed using the technique of least squares instantaneous ambiguity resolution as 

described in section 4.2. Results from PNA V were used only to derive the vessel trajectory, 

and to evaluate the performance of the ambiguity resolution method described in this 

report. 
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7.1.1 Using PNAV 

Ashtech's PNAV software trajectory package was used to provide LCS coordinates 

between antennas with centimeter level accuracy provided by CPD positioning mode. 

PNA V derived relative positions between the shore base station and the vessel frwd antenna 

were used to generate the trajectory plots in Appendix C. PNA V was also used to compute 

the relative coordinates of the three antennas installed aboard. 

The setup parameters chosen to process the data correspond to the ship motion 

dynamics. The setup parameters comprise the Kalman filter system parameters, Kalman 

filter measurement noise parameters and run time parameters, all set by the default PNA V 

dynamic model. The quality of the PNA V solution is measured by the averaged post-fit 

carrier-phase residual of the measurements and a goodness offit criteria given by the Ch(1 

value. The maximum allowed averaged carrier phase residual was set to 0.02 m, and the 

maximum allowed Chi2 value was set to 1.0, in accordance with the PNA V manual 

instructions [Ashtech, 1993]. The carrier phase ambiguities were considered fixed if the 

mentioned quality assurance parameters are less than the defined threshold. It is good 

practice to check the time history of the quality assurance parameters, by examining their 

plots. A sudden increase in the quality assurance parameters may indicate that the integer 

ambiguities are not fixed correctly. 

In the processing of the GPS observation files for the three vessel-fixed antennas, 

antenna port was considered the reference. Analysis of the PNA V output files reveals that 

the ambiguities are considered fixed after a period of initialization that varies between 35 
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and 50 seconds. After initialization, no cycle slips or wrong results were found, based on 

the analysis ofthe ASCll message log file containing a time-history of what occurred while 

the receiver was collecting data, or while the receiver was processing data. To overcome 

the loss of accurate results during the initialization period, observation files were processed 

forward and backward. This procedure would not be possible ifPNAV were to be used to 

process data in real time. The quality of the PNA V solution was also confirmed by the 

comparison of GPS and POSIMV 320 attitude measurements described in section 7.2. 

7.1.2 Instantaneous Ambiguity Resolution 

A computer program was written using the algorithm described in section 4.2 for 

the least squares ambiguity resolution technique. The C programming language was used 

with a Borland Turbo C++ 3.0 compiler in an IBM compatible computer with a Pentium 

90 MHz microprocessor. 

The input data is formed by pseudorange and carrier phase measurement files and 

ephemeris files downloaded from the Ashtech Z 12 GPS receivers. The known baseline 

lengths and their uncertainties are used to form the search space. The program allows the 

user to define elevation angle limits or to define an estimate of the elevation angle and its 

error to speed up ambiguity resolution by rejecting the potential solutions that do not fall 

within the elevation angle limits. 

Instantaneous ambiguity resolution was tested for single frequency data and dual 

frequency data. The processing time and number of possible solutions were recorded for 
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different baseline lengths and baseline length errors as well as when elevation angle limits 

are considered. The influence of the selection of primary satellites was also evaluated. 

Instantaneous ambiguity resolution results are given in the following. 

7.1.2.1 Using Single Frequency Data 

Results for instantaneous ambiguity resolution using single frequency data indicate 

a low success rate, as shown in Table 7.1: 

Table 7.1 - Single frequency instantaneous ambiguity resolution results. --><----- -- Carrier frequency Good results %of success 

Period 1 L1 667 67 

(987 epochs) L2 689 70 

Period 2 L1 1018 82 

(1242 epochs) L2 1005 81 

Period 3 L1 356 35 

( 1029 epochs) L2 440 43 

The final result of instantaneous ambiguity resolution were considered a good result 

when the distance to the PNA V solution did not exceed 2 em. The best results were 

achieved during period 2, when more satellites were continuously tracked. The worst 

performance occurred during period 3 when the number of satellites being tracked was the 

smallest for all the collected data. 

Statistical testing to validate the final solution did not perform well since the 

degrees of freedom, defined by the total number of satellites minus four, was too low. It 

was not possible to distinguish bad from good solutions using statistical methods. No 
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improvement was observed when using the moving average, due to a high percentage of 

bad results, which did not allow a reliable computation of the moving average. 

Although not impossible, instantaneous ambiguity resolution with single frequency 

data is not sufficiently reliable for operational use. This was expected since one epoch of 

single frequency data does not contain enough information to efficiently compute the 

correct ambiguity set based on a statistical criterion such as the variance factor. 

7.1.2.2 Using Dual Frequency Data 

Instantaneous ambiguity resolution using dual frequency data indicated 100% good 

results. This was based on the processing of all the data for the three periods of observation 

which includes more than 3000 epochs. The results of the comparison with PNA V results 

for two different baseline lengths are given in the Table 7.2. The numbers refer to the 

distance between the PNA V position and the instantaneous solution in metres and the 

criterion used to classify a result as good was based on a distance from the PNA V solution 

smaller than 2 em. 

T bl 7 2 D I fi a e . - ua requency mstantaneous am 1 ~tty reso utton resu ts. b" . 1 . 

Baseline Period Mean St. dev. Max No. Obs. %of success 

1 0.0018 0.0010 0.0130 987 100 

2.028 m 2 0.0015 0.0007 0.0041 1243 100 

3 0.0025 0.0012 0.0062 1030 100 

1 0.0023 0.0010 0.0050 991 100 

4.498 m 2 0.0013 0.0006 0.0041 1194 100 

3 0.0020 0.0011 0.0064 1023 100 
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Results show that the adopted epoch-by-epoch ambiguity resolution approach is 

efficient and has an overall success rate of I 00%, based on the collected data. Even with 

a number of satellites as small as six, the correct ambiguities have been determined. This 

means that the trial solution with smallest variance factor corresponds to the correct 

solution. 

Both the moving average technique and statistical tests validated the final solution, 

which is a good indication of its ability to accept correct solutions. To test the performance 

of statistical validation tests in rejecting erroneous results, instantaneous ambiguity 

resolution was executed using a search space which did not contain the correct solution. 

This was done by defining a baseline length smaller than the true distance between 

antennas. 

Figure 7.1 contains two histograms which describe the frequency of occurrence of 

the variance factor for a specific bin, whose center is represented on the horizontal axis. 

The upper histogram represents the situation when correct results were achieved, while the 

lower histogram represents the situation where wrong results were "intentionally" produced 

by changing the search space. 

From the above histograms, the value ofO.OOI m 2 seems to be a good threshold for 

the variance factor since all correct results have a variance factor smaller than this threshold 

and all the erroneous results have a variance factor greater than this threshold. 

The same approach was used to plot the frequency of occurrence of the ratio 

between the two smallest variances. The histograms are plotted in Figure 7.2, with the same 

organization as in Figure 7.1. 
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Figure 7.1 -Frequency distribution of the variance factor. 
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The frequency distribution plots for the ratio between the two smallest variances 

indicate a clear separation between correct results and erroneous results. The ratio can 

fluctuate widely from epoch to epoch. It seems, however, that when the ratio is higher than 

three the ambiguities are correctly solved. This result is in accordance with experimental 

results by Cannon and Haverland [1993]. However, a ratio equal to two [Landau and Euler, 

1992] may be efficient in accepting correct solutions but may fail in rejecting bad 

solutions. 

Instantaneous ambiguity resolution was tested for two different baseline lengths, 

different baseline length errors and for the use of elevation angle errors. The use of 

elevation angle requires ancillary pitch and roll data from another sensor. If pitch and roll 

amplitudes of the vessel are restricted, then elevation angle limits can be set. The results 

are summarized in Table 7.3, where the values are the processing time in seconds and the 

number of possible solutions. The elevation angle used to process the data in the fourth 

column was given by the POSIMV 320 after interpolation for the GPS epochs. 

f Table 7.3 -Processing time and number o epochs versus baseline length error. 

Baseline -Length= 2.028 m. -Length= 4.498 m. -Length= 2.028 m. 
length - No elevation angle - No elevation angle - Elevation angle 
error (em) limits. limits. error = +I- I 0 degrees. 

1.0 0.43/750 2.14/3620 0.38/125 

2.0 0.49/870 2.41/4140 0.43/140 

5.0 0.66/1185 3.29/5656 0.54/200 

10.0 0.9311700 4.67/8170 0.77/275 

50.0 3.40/6100 15.43/28585 2.47/960 

100.0 6.48/12190 30.14/54580 4.83/1720 
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The results in Table 7.3 may vary from epoch to epoch, although not significantly, 

as the satellite geometry or the set of primary satellites change. Since the search space 

depends on the baseline length, the bigger the baseline length, the more possible solutions 

there are to be processed and the longer the processing time. If the update rate is one 

second, for a two meter baseline length and a baseline length error less than 10 seconds, the 

ambiguities could be solved instantaneously, with the Pentium 90 processor used in this 

experiment. 

For the 4.5 m baseline the processing time exceeds the update rate even for a 

baseline length error of one centimetre. This can be enhanced by using the information 

provided by the differential position from pseudorange measurements. The algorithm 

described in section 4.2 can be used to compute the ambiguity search space in a spherical 

volume centered at the differential position with radius equal to three times its standard 

deviation. The final search space will result from the intersection of the spherical volume 

centered at an approximate differential position with a spherical layer centered at the 

reference antenna. 

The processing time is not significantly reduced by using elevation angle limits 

because the algorithm does not use the elevation angle in the definition of the ambiguity 

search space. Instead, the search space is formed only by using the baseline length and its 

error. Then, the potential solutions, in the position domain, that fall over the elevation angle 

limits are disregarded The elevation angle acts more like a validation test for the potential 

solutions, therefore the number of potential solutions is greatly reduced but not the 

processing time. 
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To take full advantage of elevation angle information, the ambiguity search space 

should be formed using this constraint. This will greatly reduce the number of possible 

solutions and the processing time. One method that uses baseline length and elevation angle 

to form the search space is described by Li [1996]. Li's method demonstrates that it is 

mathematically possible using the baseline length as well as the elevation angle to form the 

ambiguity search space. However, it is not clear, from his derivation [Li, 1996], how to 

incorporate the error bounds associated with baseline length and elevation angle 

determination. For this reason, Li's method, did not perform well when tested with field 

data, and the author of this report is not aware of another experimental result. 

Whenever the baseline length is used to define the search space an error bound must 

be assumed. This error must account for the uncertainty associated with baseline length 

determination, possible vibration and distortion, and GPS measurements errors. GPS 

measurement errors may cause the correct set of primary satellite ambiguities to fall outside 

the search space if the baseline length error bound is set too smaJI. Therefore, the correct 

solution is not achieved. For example, although baseline port-stbd was well fixed and 

determined with an accuracy of few millimetres, a baseline length error bound of one 

centimetre may cause instantaneous ambiguity to fail at certain epochs. From Figure 7.3, 

we can see that baseline length as determined from GPS measurements has variations 

greater than one centimetre. Due to these variations when a one centimetre baseline length 

error bound was assumed some bad results were found. 

The same thought can be applied when the elevation angle is used as a constraint. 

In this case the elevation angle error bound must be wide enough to incorporate the 
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uncertainty associated with its measurement, and GPS measurement errors. The effects of 

vibration and distortion do not apply since the elevation angle is measured for each epoch 

by an ancillary sensor, such as an IMU. With baseline length and/or elevation angle as 

constraints, the ambiguity search space must be wide enough to account for GPS 

measurement errors. 
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Figure 7.3- Baseline length derived from GPS measurements. 
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To test the influence of the selection of primary satellites, a simple test was carried 

out. First, instantaneous ambiguity resolution was executed without selecting the primary 

satellites and 0.5% bad results were found over the whole data span. Then, instantaneous 

ambiguity resolution was executed using the satellite selection algorithm described in 

section 4.2 and zero bad results were found over the whole data span. 
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7.2 Comparison between POS/MV 320 and GPS attitude measurements 

The three GPS antennas installed aboard Plover allow for the determination of 

attitude. The method used to derive attitude was through direct determination, as described 

in section 2.6, since the BCS coordinates are unknown and one of the baselines was 

parallel to the transverse axis of the vessel. 

The echosounder transducer pitch and roll angles measured by the POS/MV 320 

during the experiment are represented by the figures of Appendix B. The bias in the pitch 

plot is due to the POSIMV pitch offset angle at installation. The magnitude of pitch and 

roll motions do not exceed 5 and 10 degrees respectively. 

GPS derived pitch, roll and heading were compared with POS/MV 320 interpolated 

attitude measurements in order to evaluate the performance of GPS attitude determination. 

Using equations (2.15), (2.16) and (2.17), the predicted accuracy (standard deviation) for 

GPS estimated attitude parameters, with the antenna configuration shown in Figure 6.1, is 

approximated by: 

• heading: 0.07 degrees (Port-Frwd baseline) and 0.14 degrees (Port-Stbd baseline). 

• pitch: 0.07 degrees. 

• roll: 0.14 degrees. 

To derive the above values a total differential GPS ranging error of 5 mm (standard 

deviation) was assumed, excluding antennae baseline distortion (vessel flexing). 

Figure 7.4 shows the results of the comparison between POSIMV 320 and GPS 

attitude measurements over the whole data span. Detailed plots for each of the three data 
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periods, with velocity and rate of change of heading, are represented in Appendix E. 
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Figure 7.4- Heading, pitch and roll differences between POS/MV 320 and GPS attitude 
measurements. 

The statistical analysis of the attitude differences is summarized in Table 7.4. The 

standard deviation for pitch and roll differences agree with the expected accuracy of GPS 

pitch and roll measurements. Heading differences, however, have a standard deviation three 

times bigger than the expected accuracy for the difference between the two systems. Some 

of the spikes represented in the plots ofFigure 7.4 are caused by data gaps in the POS/MV 

data set and, therefore, they have been neglected in the statistical analysis. These data gaps 

occur in period 2 between GPS epochs 411310 to 411330 seconds and in period 3 between 
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GPS epochs 413130 to 413150 seconds. The mean value for heading and pitch differences 

are caused by a misalignment of GPS antennas with respect to the POS/MV reference 

frame. 

std. dev. 
.. 

maximum mean mmtmum range 

- Heading 346.3518 0.1277 345.9659 347.0515 1.0856 
"'0 
0 Pitch 1.6805 0.0709 1.4148 1.9437 0.5289 ·c: 
(!) 

Q., 
Roll -0.1145 0.1862 -0.7362 0.4617 1.1979 

N Heading 346.1149 0.2638 345.5846 346.7715 1.1869 
"'0 
0 Pitch 1.7024 0.0613 1.4357 1.9251 0.4894 ·c: 
(!) 

Q., 
Roll 0.0927 0.1547 -0.4973 0.3829 0.8802 

~ 
Heading 346.2207 0.2581 345.6684 347.0584 1.3900 

"'0 
0 Pitch 1.7067 0.1362 1.3856 1.9898 0.6042 ·c: 
(!) 

0.. 
Roll -0.0882 0.3931 -1.0257 0.5544 1.5801 

Heading 346.2185 0.2499 345.5846 347.0515 1.4669 
~ - Pitch 1.6958 0.0750 1.3856 1.9898 0.6042 0 
E-

Roll -0.1020 0.1911 -1.0257 0.5544 1.5801 

Table 7.4- Comparison between POSIMV 320 and GPS (units are in degrees). 

Heading differences are related with sudden variations of heading as shown in 

figure E.4 to E.8. When the launch turns to one side and, suddenly, changes course to the 

other side, as a zigzag type manoeuver, the heading difference plots show spikes of 0.5 

degrees. These spikes are not due to interpolation errors or mismatching time tags. If this 

was the cause, then a constant heading difference offset value would be visible while the 

launch was changing course. It is unlikely that the spikes are caused by structural distortion 

of the GPS antenna baseline. If this was the cause, then simultaneous spikes would be 
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visible in the pitch difference plots. 

When the vessel is turning a centripetal acceleration exists that is sensed by the 

IMU, as mentioned in section 3.5.3. The POSIMV 320 uses measurements from two GPS 

antennas to compensate for the effect of the centripetal acceleration in the motion sensors 

readout. Although, POS/MV 320 heading measurements integrate heading measurements 

from two GPS antennas, the update rate is limited to 10 Hz. Between each GPS heading 

update, POSIMV heading measurements are made using only high frequency IMU 

measurements. During a turn, when the launch suddenly changes course to the opposite side 

the IMU requires compensation for the new centripetal acceleration in the opposite 

direction from which it was previously using. Thus, POS/MV attitude measurements 

increase in error until updated by GPS measurements. This effect is more visible in the 

heading differences plot than in the pitch and roll difference plots because the magnitude 

of the latter two motions is much smaller than for heading. 

Pitch and roll differences show variations within the noise level predicted for the 

comparison of the two attitude determination systems. The standard deviation of the 

observed heading differences is three times bigger than the estimated standard deviation 

as computed from the POSIMV manufacturer accuracy specifications and from the error 

of the standalone three-antenna GPS attitude. This may be due to the relatively small 

baseline length between POSIMV 320 GPS antennas (1.37 metres). To confirm this 

hypothesis, however, further testing will be required using a wider antenna spacing between 

POSIMV 320 GPS antennas. 

111 



CHAPTERS 

CONCLUSION 

The emphasis of this research was on real time instantaneous attitude determination 

using GPS carrier phase measurements in a marine kinematic experiment. This chapter 

starts with a summary and discussion of the issues that were raised during the investigation. 

Next, the main conclusions drawn from experimental results of using GPS for attitude 

determination are presented. The chapter ends with suggestions for future research in this 

field. 

8.1 Summary and Discussion 

During the investigation of this topic several methods of attitude determination from 

GPS measurements were described. Only the direct determination of attitude parameters 

was used to process the data. Since this method uses only the minimum number of 

antennas, other procedures which accept redundant measurements from more than three 

antennas may, eventually, yield more reliable results. 

Hydrographic surveying with MBES requires accurate attitude measurements in 

order to compensate the bottom reflected echo for the vessel's motion. The trend in marine 

motion compensation is the integration of a dual antenna GPS system with an INS. Such 

integration will overcome the limitations of each of these sensors alone, with some 

additional advantages. 

Attitude determination with GPS uses carrier phase measurements which require 

112 



extreme care in its numerical processing. Complete observation equations with all possible 

error sources were described and implemented in a computer program to determine the 

baseline vector between two antennas. The question of simultaneity of observations 

between two receivers was also discussed. 

GPS data was first processed with Ashtech's PNAV software in order to determine 

relative positions between antennas with sub-centimetre level accuracy. After a period of 

initialization that varied between 30 and 40 seconds, the ambiguities were successfully 

determined without any bad solutions, according with the quality assurance parameters of 

the PNA V. The quality of the PNA V solution was also confirmed by the comparison 

between GPS attitude results with POSIMV 320 attitude measurements. PNA V derived 

positions were used to test results from instantaneous ambiguity resolution using the 

algorithm described in this report. 

The algorithm presented in this report to solve the carrier phase integer ambiguity, 

is a modification of the least square search technique. This modification uses the known 

baseline length to reduce the search space to a sphere. Some additional modifications were 

introduced in order to consider the error associated with the baseline length measurement. 

The algorithm was implemented in a computer program and some aspects of instantaneous 

carrier phase resolution were tested. This includes influence of satellite geometry, 

processing time and the number of possible solutions versus baseline length and baseline 

length error, and validation of the final solution using statistical methods and the moving 

average technique. 

The coordinates computed with the above algorithm were used to determine the 
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attitude angles: pitch, heading and roll. These results were compared with measurements 

from the dual antenna GPS/INS POS/MV 320, after interpolation of the POSIMV data for 

the GPS three antenna system observation epochs. Care was taken to minimize the error due 

to interpolation. It was found that cubic spline interpolation yields an interpolation error 

which does not significantly influence the results of the comparison between the two 

systems. 

8.2 Conclusions 

Several conclusions may be drawn from the results ofthis investigation regarding 

GPS carrier phase instantaneous ambiguity resolution the use of GPS to determine the 

attitude of an hydrographic survey launch: 

Ambiguity resolution using the known baseline length appears to be an efficient 

technique with a high reliability of determining the correct ambiguities when using dual 

frequency data from a single epoch, for short baselines. 

The processing time required to compute each epoch solution depends on the 

baseline length and its error. For a two metre baseline length with less than 10 em error, 

the ambiguities are solved in less than one second. This indicates that instantaneous 

ambiguity resolution is possible, although dependent on the software structure, 

microprocessor speed and update rate. 

When forming the search space using the baseline as a constraint, an error bound 

must be assumed. This error bound must be wide enough to incorporate the uncertainty 
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associated with baseline length detennination, the effects due to vibration and distortion, 

and GPS measurement errors. Therefore, if the baselines are well fixed and detennined 

with milimetre level accuracy, an error bound of at least two centimetres must be 

considered to account for GPS measurement errors. 

Ambiguity resolution results were reliably validated by statistical testing, namely 

the chi-square test and the ratio test, whenever dual frequency data is used and more than 

six satellites are being tracked. 

Hydrographic survey launch tests show clearly the feasibility and high reliability of 

GPS attitude detennination. With the three antenna configuration used, the accuracy of the 

results were mainly dependent on the baseline length as shown by the standard deviations 

of the roll differences (dependent on the small baseline) and pitch differences (mainly 

dependent on the longest baseline). 

GPS only, and POS/MV 320 pitch and roll, were statistically compatible. That is, 

the difference between these results show a standard deviation for pitch and roll uncertainty 

which is within the accuracy limits as estimated from POSIMV manufacturer specifications 

and predicted GPS attitude error. 

The standard deviation for the heading differences between GPS and POSIMV 320 

shows a standard deviation three times bigger than the expected value. When a sudden 

variation of heading rate of change occurs, the heading differences can reach 0.5 degrees 

for a single epoch. The explanation for this unexpected result may be related with the small 

baseline length between the two GPS antennas of the POSIMV 320 (about 1.4 metres) 

and/or with the integration of the GPS and INS measurements. Further testing (using a wide 
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POS/MV 320 antenna spacing) and investigation will be necessary to more fully explain 

this behavior. 

8.3 Suggestions for Future Research 

Based on the results of this research, further investigations are warranted in the 

following aspects: 

Additional tests are required to assess the performance of POSIMV 320 heading 

determination with a baseline length up to five metres between GPS antennas of the 

POSIMV. 

A method should be developed and tested which uses baseline length and elevation 

angle information with respective error bounds, to form the GPS carrier phase ambiguity 

search space. 

Additional tests are required to assess the performance of instantaneous ambiguity 

resolution with longer baselines (up from tens of metres to tens of kilometres), using the 

differential pseudorange estimate of the relative position and its error to form the search 

space. 

Reliability improvements in ambiguity resolution and attitude determination should 

be investigated, when redundant baselines ( 4 or more antennas) are used. 
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Appendix A 

TRANSFORI\IATION BETWEEN EULER ANGLES AND PITCH, 

ROLL AND HEADING 

Euler angles detennined from the attitude matrix must be compatible with heading, 

pitch and roll as defined in section 2.2. A method for correcting Euler angles for a sequence 

of rotation heading-pitch-roll is given below. Similar corrections ~ill be needed if other 

sequences are adopted. 

Assuming a sequence of rotation heading-pitch-roll, the first rotation is around the 

= axis of the BCS by heading. In this case the Euler heading is the same as defined in 

section 2.2. This rotation does not affect the next two rotations, pitch and roll, since the= 

axis of the BCS remains in the same position. 

Figure AI represents the sequence of rotations required to align the BCS with the 

LCS after a first rotation by heading. This can be achieved by the rotation sequence pitch­

roll or roll-pitch. Although, we are interested only on the pitch-roll sequence, the other 

sequence will be used in the derivation of the transfonnation between Euler angles and 

heading, pitch and roll as defined in section 2.2. 

For a pitch-roll sequence of rotation, the Euler pitch angle is the same as defined in 

section 2.2. However, the= axis of the BCS is rotated from position I to position 2. This 

means that the Euler roll angle will be different from the one defined in section 2.2. For a 

roll pitch sequence of rotation, the Euler roll angle is the same as defined in section 2.2. 

However, the= axis of the BCS is rotated from position 1 to position 4. This means that the 
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Euler pitch angle will be different from the one defined in section 2.2 

iRoll - Pitch sequence ; ;Pitch • Roll sequence! 
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Figure A.2 - Spherical triangles of rotations. 

The spherical triangles 

represented in Figure A.2, which 

are based in Figure A.l, 

represent the two sequence of 

rotations. From Figure A.l, 

angles 4234 and 4214 are 

equal to 90 degrees. Therefore 

angles al+a2 and bl+b2 are 

equal to 90 degrees. The following equations were derived using the spherical triangles 

represented in Figure A.2. 
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From the law of sines for spherical triangles we get the following equation: 

. (R ) sin(a/) . (P ) Stn E - Stn E 
sin(a2) 

(A.1) 

Since a/+a2 is equal to 90 degrees sin(a/)=cos(a2), therefore equation (A.l) 

transforms to: 

Again, from the law of sines, we get the follo\\ing equation: 

sin(P E) 
sin(a2) 

sin(i) 

(A.2) 

(A.3) 

Using law of cosines (for the angles of spherical triangles) we get the following 

equation: 

cos(a2)=sin(b2)cos(P E) 

Using the law of sines, we get the following equation: 

sin(b2) sin(R) 
sin(i) 

Combining equations (A.4) and (A.5) we get the following relation: 

sin(R) 
cos( a2) = . . cos(P E) 

sm(t) 

(A.4) 

(A.5) 

(A.6) 

Combining equations (A.2), (A.3) and (A.6), we get the following equation: 

(A.7) 
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Using the law of cosines (for the sides of spherical triangles) we get the following 

equations: 

cos(P )= cos(i) 
E cos(R) 

cos{i) =cos(R E)cos(P) 

The final relation is obtained by combining equations (A.7), (AS) and (A.9): 

tan(R E) =tan( R)cos(P) 

(A.8) 

(A.9) 

(A.IO) 

For a heading-pitch-roll sequence of rotation, only the roll angle is different from 

the equivalent Euler angle. The relation between the two angles is given by equation (A.IO) 
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APPENDIXB 

Vessel Attitude Plots 

This appendix contains the plots of heading, pitch and roll measured by the 

POSIMV 320 referred to the vessel's echosounder. 
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APPENDIXC 

VESSEL TRAJECTORY 

The nex1 three figures show the vessel trajectory for each of the observation periods. 

The coordinates are referred to the base station installed at the Bedford Institute of 

Oceanography with the following WGS-84 coordinates: 

Latitude= 44° 40' 57".27510 North 

Longitude= 63° 36' 42".34106 West 

Elip. height= 15.723 metres 
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Figure C. I -Vessel trajectory for period 1. 
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APPENDIXD 

SATELLITE CONFIGURATION 

Figures D.l, 0.2 and 0.3 show the satellite configuration for each of the three 

periods, when data from all the sensors (three vessel fixed GPS Ashtech antennas and 

POSIMV 320) were available (see Chapter 6). The legend is as follows: the numbers inside 

the circles stand for the GPS satellite PRN number, the azimuthal lines are separated by 15 

degrees and the radial lines describe the satellite elevation, from 0 to 90 degrees with 30 

degrees separation between consecutive lines. The satellite position in the plot is referred 

to its mean position during the observation period. 
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Figure D.4 shows the PDOP and total number of satellites during each period of 

observation. 
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Figure D.4 - Total number of satellites and PDOP. 
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APPENDIXE 

ATTITUDE DIFFERENCES BETWEEN GPS AND POS~IV 320 

This appendix contains the plots for the heading, pitch and roll differences between 

GPS attitude results and POSIMV 320. In order to relate attitude differences with ship 

dynamics, plots of vessel speed and rate of change of heading are also represented. 
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Figure E.l- Speed, rate of change of heading and attitude differences between POS/MV 
320 and GPS during period 1. 
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320 and GPS during period 3. 
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Figure E.4- Rate of change of heading and heading differences, plot 1. 
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Figure E.5 -Rate of change of heading and heading differences, plot 2. 
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Figure E.6- Rate of change of heading and heading differences, plot 3. 
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Figure E. 7 - Rate of change of heading and heading differences, plot 4. 
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