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Abstract 

To utilise the high precision of the GPS carrier phase observable it is necessary to solve 

for the unknown number of integer cycles between satellite and receiver. On differencing 

observations between pairs of satellites and receivers (the double differencing operation), 

any common errors will cancel. As the separation between receivers increases, so the 

errors induced by the charged region of the upper atmosphere (the ionosphere) on line of 

sight observations to the same satellite become less correlated. Thus the double 

differencing operation leaves a significant residual effect and ambiguity resolution may 

become difficult, if not impossible at station separations of greater than 15km; a value 

dependent on the level of solar activity. It is then perhaps apparent that modelling of this 

spatial change in ionospheric delay will allow for mitigation of this residual error. Such a 

model was produced in the course of this thesis for the real time estimation and reduction 

of differential ionospheric delay. Three coefficients describe a polynomial surface in 

latitude and longitude differences from the reference station, and the delays thus estimated 

are applied to carrier phase observations at the reference and rover receivers. 

The success of this approach was quantified by attempting the resolution of ambiguities 

at successively longer baselines along the flight path used. Results show a significant 

increase in the distances over which ambiguities may apparently be reliably resolved. Data 

corrected via this model allowed the resolution of ambiguities at distances of up to 40km. 
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1 Chapter One 

Introduction 

Observations of the phase of the carrier signal emitted by a GPS satellite may be made 

to a fraction of a cycle. As such, this carrier phase observable provides an extremely 

precise method of measuring the range from that satellite to the tracking receiver. 

Unfortunately only the fractional part of the phase may be measured, and thus in order to 

utilise this potentially precise method of determining the range to that particular satellite, 

the unknown integer number of cycles must be solved for. This is the problem of 

ambiguity resolution. 

If two receivers k and m are observing two satellites p and q at the same epoch [see 

Figure 1.1], then on differencing the respective carrier phase observations and grouping 

any sources of residual error together in E for initial simplicity, the following is obtained 

[Leick, 1995]: 

thpq - thP thq 
'+'km - '+'km- '+'km 

=-~ {[pf(t)-p~(t)]-[Pk(t)-p~(t)]}+Nf~ +E 
( 1.1 ) 

where 



and p~ is the geometric range from satellite ito receiver j. <l>k:n and <l>k are the single 

differences of phase, obtained when two receivers k and m observe the same satellite p or 

q at the same epoch. It is then necessary to find that integer value Nf~ , the double 

differenced ambiguity, which satisfies equation ( 1.1) for each double difference of phase 

formed. 

receiver k 
(stationary) 

receiver m 
(mobile) 

Figure 1.1 Schematic of typical kinematic DGPS network. 

The value E in equation ( 1.1) was defined to contain residual errors not accounted for 

in the differencing process. Thus these are the portions of any error not common between 

observations. If the atmosphere is considered homogeneous over the area in question and 

the distance between receivers is small, then the induced effect on observations will be the 

same for each satellite receiver pair and will cancel in the differencing operation outlined 

above. 
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As the baseline length increases, not only will the signal path for each satellite pass 

through a more distant part of the atmosphere, but the observed satellite elevation angle 

will also become increasingly different. Thus the range of baselines over which such 

ambiguities may be resolved is limited by the homogeneity of atmospheric conditions 

along lines of sight from each receiver to a particular satellite and the baseline length 

between receivers. 

Since the atmosphere is not a homogeneous medium, then the worth of such an 

assumption will typically degrade with distance from the base station receiver. In 

particular, the charged region of the upper atmosphere (the ionosphere) is of note in this 

respect. The typical range of ionospheric corrections for the FAA Wide Area 

Augmentation System (W AAS) was computed by Klobuchar et al. [ 1995]. The results in 

this paper show that if a user is located approximately 800km from a base station the 

difference on slant ionospheric delays is about 2m [Klobuchar et al., 1995]. These figures 

were computed using data from a time of low solar activity, and should be scaled 

significantly to approximate similar errors at solar maximum. Nonetheless, significant 

differential ionospheric delays may be observed due to magnetic disturbances, events 

which cannot be predicted successfully at the present time. Therefore using a model 

produced from real-time data rather than based on sonie prediction of ionospheric delay 

should allow for at least partial mitigation of such spatial variations. 
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1.1 Motivation 

Abidin [1993] states that the " ... difficulties [in ambiguity resolution] arise primarily 

from the ephemeris errors and residual atmospheric delays ... ". Therefore better modelling 

of these atmospheric delays should enable more reliable ambiguity resolution. 

The differencing operation between satellites and receivers results in the elimination of 

a number of common errors, including satellite and receiver clocks, as mentioned above. If 

the ionosphere is considered a spatially homogeneous medium and the distance between 

receivers is short, then the ionospheric delay will also cancel since the area of ionosphere 

traversed and the satellite elevation angles will be almost equal. Unfortunately, this 

homogeneity is not the case, and for a reliable solution to the ambiguity resolution 

problem, any spatial change in ionospheric delay must be modelled. This research 

concentrates on estimating and removing this residual ionospheric delay for improved 

ambiguity resolution. 

The possibility of using a real time, code based model of ionospheric delay to correct 

carrier phase data at both the base and rover was therefore investigated. The work carried 

out here provides a basis for this technique, estimating ionospheric delay, applying the 

ionospheric delay estimates to phase data, using post processing techniques to simulate 

real time data correction. Thus only data collected before the current epoch is used in the 

estimation of the ionospheric delay values via a Kalman Filter. 
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1.2 Literature Review 

Modelling and mitigation of the ionospheric delay imparted on GPS observations has 

been attempted by many groups and individuals. A summary of some of the most recent 

work is provided here, with an emphasis placed on techniques used over longer baselines 

or areas of coverage. 

Investigations by the author of the software package used for the evaluation of the 

influence of the ionospheric corrections showed some interesting results in the 

initialisation of integer ambiguities over successively longer baselines [Mader, 1995]. 

Mitigation of differential ionospheric effects may be attempted only if the integer 

ambiguities are already known from a separate source. This therefore means that an 

additional ambiguity resolution estimation stage must be attempted, implemented by 

computing ionospheric corrections based on a number of candidate sets of integers. The 

ambiguity function technique [Counselman and Gourevitch, 1981] provides a method of 

obtaining integer ambiguities independent of the phase history of the data. Using a set of 

dual frequency data collected at a reference station and on board an aircraft, the resolution 

of ambiguities over successively longer baselines was attempted. Resolution out to a 

baseline length of 250km was apparently possible [Mader, 1992]. 

Dedes and Mallett [1995] describe a system in which on-the-fly (OTF) ambiguity 

resolution and the estimation of ionospheric effects are undertaken simultaneously. 
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Modelling of the ionospheric delay is undertaken as a first order Gauss-Markov process. 

Preliminary results have shown that the pseudorange multipath dominates the estimation 

of the ionospheric delay. Thus they suggest that further work will require the proper 

modelling of multi path effects. 

Wanninger [1995] proposes a system in which three or more reference stations are 

used to provide a fixed ambiguity solution and thus carrier phase based ionospheric delay 

corrections. This modelling of the differential ionosphere allowed the application of fast 

and on-the-fly (OTF) ambiguity resolution techniques to baselines of the order of 10-50 

km. 

A similar scheme is outlined by St-Pierre and Santerre [1996] where two monitor 

stations are used. Ambiguities are initially fixed using double differenced observations 

between these two receivers. This then allows the calculation of a carrier phase based local 

model of ionospheric delay for the improvement of ambiguity resolution. 

One current topic of much interest in the GPS research field is that of the Wide Area 

Augmentation System (W AAS), a Wide Area DGPS (W ADGPS) system initiated by the 

Federal Aviation Administration (FAA). The intention of the W AAS is to provide 

corrections to single frequency GPS on a continental scale such that particular accuracy 

criteria are met. Such a large undertaking has necessarily produced a significant amount 

of research into the spatial and temporal decorrelation of ionospheric delay values. 
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To correct for ionospheric delay, a network of nodes on a grid have been established, 

and the ionospheric delay at each of these points will be available. It is then the users task 

to take the delay values at the nearest grid points and interpolate the delay for each 

particular satellite observed. Chao et al. [ 1996] have used both an empirical and a 

theoretical decorrelation function to describe spatial variation in ionospheric delay. It is 

suggested that the spatial change will increase in magnitude as we move towards the next 

solar maximum. Previous research has seen the calibration of W AAS ionospheric delay 

estimates by producing a set of interfrequency bias values [Chao et al., 1995]. It was 

pointed out that the broadcast W AAS ionospheric corrections would otherwise be 

inherently biased by satellite and reference station hardware delays. This is an important 

point not only for the W AAS but also in any attempt to model the ionosphere using GPS 

observations. 

Chavin [ 1996] has developed a number of theoretical ionospheric situations in which 

magnetic storms are affecting the ionosphere. The goal was then to assess their affect on 

the W AAS system. Such magnetic storms are difficult to predict, and the specifications of 

the W AAS must take this into account. 

Doherty et al. [1994] found that the Contiguous United States (CONUS) area is free of 

significant short term changes in the ionosphere. These findings were produced during 

work looking into the required rate of update of ionospheric estimates for W AAS. Diurnal 

7 



changes were removed by passing the delay estimates through a high pass filter with a cut­

off value of 15 minutes. The levelled carrier phase technique was investigated. Levelled 

carrier phase refers to a technique whereby the absolute value of ionospheric delay is 

obtained from P-code pseudorange observations, and relative changes from carrier phase 

measurement, reducing the relative errors associated with P-code observations. 

The initial investigations done by Wilcox Electric into the W AAS ionospheric 

correction technique used an adaptive Kalman filter to update the ionospheric delay 

estimates at the grid points described earlier [Stull and Van Dierendonck, 1995]. A 

measure of the potential user error due to ionospheric decorrelation was also produced. A 

30 second filter update rate was used since even in the more dynamic polar and equatorial 

regions the rate of change of ionospheric delay over this period is unlikely to exceed the 

state error values [Bishop and Klobuchar, 1990]. 

Wu et al. [ 1996] set out to provide real time ionospheric corrections, their intention 

being to reduce the User Equivalent Range Error (UERE) by 30%. A reduction of the 

ionospheric range error to less than 0.5m is claimed. 

Research at the NASA Jet Propulsion Laboratory (JPL) has gravitated toward the use 

of levelled carrier phase for the global modelling of the ionosphere. Mannucci et al. 

[ 1995] produced a triangular grid of ionospheric delay estimates in a sun fixed coordinate 

system, proposing an application of this technique to the W AAS system rather than the 
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rectangular earth fixed network currently in preparation. The proposed method here was 

based on the world wide GYPSYffRIN method developed at JPL [Mannucci et al., 1993] 

and was shown to be capable of accuracies at the 0.25 to 0.5 metre level, when compared 

to the input test data set computed from the Bent model of the ionosphere. 

Fraile-Ord6nez [1995] also used a combination of carrier phase and code observations 

to provide an estimate of ionospheric delay, using a least squares based algorithm. Good 

results are claimed for the application of this method to the computation of corrections for 

a W ADGPS reference station. The improvement on utilising the inherently lower noise 

carrier phase data is clearly stated. One major disadvantage of this levelled carrier phase 

approach recognised here is the requirement to reinitialise the ionospheric delay estimate 

after each cycle slip. 

Dannie! et al. [1996a, 1996b] have taken the approach of updating the current 

broadcast single frequency model developed by Klobuchar [ 1987]. The intention is to 

provide a more robust set of parameters to describe ionospheric delay. Specifically, the 

concerns over the current Broadcast Model are its inability to represent the well known 

equatorial anomaly, and the inadequacy of the mapping function used to convert vertical 

delays from the model to line of sight values which may be applied by the single frequency 

user. 
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Hakegard [1994] produced a real time ionospheric model for use in a European wide 

area DGPS system. Cross correlation of the incoming encrypted Y -codes is used to 

determine Total Electron Content (TEC) measurements. Four reference stations around 

Europe were used. One minute averaged values of TEC are used, and a 15 minute model 

update value proposed. Data from ionosondes was also available. Distances between 

reference stations were up to 4000 km, beyond the normal ionospheric correlation 

distances. The technique used was to provide updates to a chosen ionospheric model. A 

grid network of TEC values is then available to DGPS users, similar to the approach taken 

in the W AAS system. 

The model provided good estimates of the TEC values when compared to those 

measured directly by a test receiver, with the model estimated TEC within lcr value of the 

measurement for much of the 24 hour period. It was noted that no major ionospheric 

disturbances occurred during the test period, and the underlying model without real time 

updates also represented the measured TEC well. 

Webster [1993] created a regional ionospheric model for use in the correction of single 

frequency GPS data. Carrier phase observations were used to create the model and a TEC 

surface was created. Corrections are provided for satellite-receiver double differences of 

phase and are applied as an input to a positioning software package in a post-processed 

mode. 
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It then appears from the current state of the art in carrier phase ambiguity resolution 

that a major limiting factor is the differential ionosphere. That is, the spatial change in the 

ionospheric delay is significant enough that ambiguity resolution becomes difficult, if not 

impossible beyond a certain baseline threshold, dependent on ionospheric conditions at 

that time. Indeed, a study of ambiguity resolution techniques in precise aircraft landing 

situations intimated that some modelling of ionospheric delay should be undertaken should 

the baseline increase beyond 15km [Blomenhofer et al., 1993]. 

1.3 Thesis Outline 

Chapter Two provides a summary of the important error sources and biases which 

affect GPS. 

Chapter Three gives an introduction to the structure and variability of the ionosphere. 

Variation over both time and space is outlined, setting the scene for the model produced 

during this research. The effect of the ionosphere on electromagnetic wave propagation is 

summarised, with a derivation of equations to evaluate ionospheric delay given. 

Chapter Four is an outline of the procedure followed for the purposes of this thesis. 

Documentation of the software developed here is given with development of the equations 

used. An introduction to the theories of surface approximation and Kalman filtering is 
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provided, along with an outline of how these were utilised for the modelling of the 

ionosphere. 

Chapter Five gives a description of the results obtained at various stages of this work. 

Analysis of the influence of the surface estimation approach taken is provided, along with 

quantification of the success of the ionospheric corrections so produced. 

Chapter Six provides a summary of the procedures and results produced here, drawing 

a number of conclusions and outlining recommended improvements to the technique. 
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2 Chapter Two 

Biases and Errors in GPS 

Aside from the effects of the ionosphere, to be discussed in detail in the following 

chapter, other significant error sources are present in GPS. The most important of these 

are outlined below along with methods used to overcome them. 

2.1 Troposphere 

The lowest region of the atmosphere, extending to a maximum of about 16km above 

the earth's surface, is known as the troposphere. The neutral atmosphere may be 

considered to include the stratosphere, extending the altitude of the area considered to 

approximately 50km. However, since the majority of the neutral atoms and molecules 

occur below 16km it is usual to refer to the delay induced as the tropospheric delay. 

This area of the atmosphere is electrically neutral and is non-dispersive at GPS 

frequencies. Thus the delay induced is equal for both Ll and L2 and will cancel on 

differencing the two. This phenomenon is beneficial in dual frequency observations, but 

counter productive if modelling of the tropospheric effect on GPS is to be done. The 

effect on code and carrier is also equal. 
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Vertical tropospheric delay results in an apparent range increase of 2.4m, but can reach 

9.3m at a 15 o elevation angle [Brunner and Welsch, 1993]. The tropospheric delay may 

be split into a wet and dry component since the refractivity of a parcel of air, N, can be 

defined as the sum of two terms: 

( 2.1 ) 

where N A is proportional to the total density of air and Ns is mainly determined by the 

total density of the water vapour contained in the air parcel [Brunner and Welsch, 1993]. 

The dry component accounts for around 90% of the tropospheric delay and is more easily 

modelled than the remaining wet component. Significant changes in water vapour content 

may occur over tens of krn and hours of time [Spilker, 1996]. Fortunately, the component 

of the total tropospheric delay caused by water vapour content is considerably smaller 

than that caused by the dry atmosphere. 

Tropospheric error is much more prevalent in measurements taken to satellites at low 

elevation angles. It is at such points that the modelling of the tropospheric delay becomes 

more difficult. 

Modelling of the tropospheric delay at GPS frequencies has been undertaken by a 

number of groups. Janes et al. [1991] provide a comparison of various models used or 

proposed for use in GPS. Accuracies at the centimetre level when compared to ray tracing 

"ground truth" values were shown for the estimation of the dry delay. 
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2.2 Multipath 

Multipath may be described as " ... the phenomenon whereby a signal arrives at a 

receiver via multiple paths attributable to reflection and diffraction" [Braasch, 1996]. On 

arrival at the receiver the reflected and diffracted signal will interfere with the direct signal. 

Multipath effects are caused at both the space and control segments of the GPS due to 

reflection from surrounding surfaces. The 'multipath signature' of a particular satellite is 

noticeable since the pattern of reflection will repeat each sidereal day as the satellite traces 

the same path across the sky, and thus reflects from the same surfaces, for a stationary 

receiver at the same sight. The multipath effect is proportional to the frequency of the 

signal, and thus the effect on the P-code modulation is 120 times that of the Ll carrier 

[Klobuchar, 1996]. In addition, multipath effects are generally stronger for low elevation 

satellites, and this should be taken into account in any processing of GPS observations. 

Reference stations such as that used in the approach outlined in this thesis should be 

carefully placed to avoid nearby reflecting surfaces. Errors of 15m or more may be 

induced in a static receiver in extreme cases [Parkinson, 1996]. 
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2.3 Orbital Errors 

Any error in the ephemeris broadcast by a particular satellite will cause a ranging error 

between that satellite and receiver. Ephemeris errors tend to grow with time from the last 

control segment upload since the ephemeris parameters reflect a prediction in time. 

On dissecting the error in the broadcast ephemeris it is usual that the tangential and 

cross track errors are an order of magnitude larger than those induced in the radial 

component [Parkinson, 1996]. Fortunately the induced ranging error is governed more by 

radial error than the larger components. 

Precise orbital parameters are available for post processing of GPS data, allowing the 

minimisation of ephemeris related errors. Since the synthesis of a real time approach was 

to be attempted, this approach was not taken here. 

2.4 Clock Errors and Selective Availability 

The fractional stability of the clocks in a GPS satellite is of fundamental importance in 

the one way ranging of the system. Disregarding for a moment the effects of Selective 

Availability, the caesium and rubidium oscillators in a satellite clock are reported as having 

stabilities of the order of 1 part in 1013 over the course of a day [Parkinson, 1996]. 
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Selective Availability (SA) refers to an intentional degradation of the measurement 

accuracy possible with GPS. This is carried out by the United States Department of 

Defense (DoD), justified in the interests of national security. Since the theoretical accuracy 

of CIA code measurements was found to be much higher than initially expected, then some 

deterioration of the system was deemed necessary. SA is implemented as the dual process 

of dithering of the satellite clock, designed to be unpredictable over periods longer than 

approximately 10 minutes (the o process) [Spilker, 1996], and manipulation of the 

broadcast ephemeris data (the E process) [van Graas and Braasch, 1996]. Since the 

satellite clock is affected, then changes to both the CIA and P codes, and to the carrier 

measurements will be noticed. Selective Availability has been in permanent usage since 

November 151h 1991 after a short period during the Gulf War in which it had been turned 

off, and is currently the largest single error source in GPS positioning. GPS accuracy 

specifications with SA on are given as lOOm (2drms) in horizontal position and 140m in 

vertical position. [van Graas and Braasch, 1996]. 

2.5 Anti-Spoofing (AS) 

Anti-Spoofing refers to an encryption of the P-code on L1 and L2 such that only 

authorised users are able to track the code. Many receivers are able to circumvent this 

encryption to some extent by using the Cl A carrier phase loop to guide the other 

observables tracking loops [Gourevitch and Nolan, 1993]. Indeed, the Ashtech Z-XII 
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receivers used to obtain much of the data used in this work use a process of Z-tracking to 

provide P-code pseudoranges. 

2.6 Summary of GPS Error Budget 

If SA were to be turned off, the dominant error source for GPS is usually the 

ionosphere. The following tables provide an outline of the error characteristics of C/ A 

code measurements of GPS both with and without the effects of Selective Availability. 

Ephemeris data 2.1 0.0 
Satellite clock 2.0 0.7 

Ionosphere 4.0 0.5 
Troposphere 0.5 0.5 

Multi path 1.0 1.0 
Receiver Measurement 0.5 0.2 

User Equivalent Range Error 5.1 1.4 
(UERE), rms. 
Filtered UERE 5.1 0.4 

Vertical one-sigma errors - 12.8 
VDOP=2.5 

Horizontal one-sigma errors - 10.2 
HDOP=2.0 

Table 1 Standard error model for C/ A code measurements with SA off 
[from Parkinson, 1996, p. 481] 
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Ephemeris data 2.1 0.0 
Satellite clock 20.0 0.7 

Ionosphere 4.0 0.5 
Troposphere 0.5 0.5 

Multi path 1.0 1.0 
Receiver Measurement 0.5 0.2 

User Equivalent Range Error 20.5 1.4 
(UERE), rms. 
Filtered UERE 20.5 0.4 

Vertical one-sigma errors - 51.4 
VDOP=2.5 

Horizontal one-sigma errors - 41.1 
HDOP=2.0 

Table 2 Standard error model for C/ A code measurements with SA on 
[from Parkinson, 1996, p. 482]. 
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0.7 
1.4 
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20.5 

It can be seen that the influence of Selective Availability imparts an approximately four-

fold increase in horizontal and vertical position error. A similar effect will be noticeable in 

the P-code pseudorange observations used in this thesis. 
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3 Chapter Three 

The Ionosphere 

The previous chapter has outlined a number of potential error sources in GPS 

observations. The intention here is to provide an introduction to the ionosphere and its 

effect on such measurements. 

3.1 Introduction 

This area of charged particles surrounding the Earth is a direct consequence of the 

interaction of solar processes with the upper atmosphere. A parcel of high energy Extreme 

Ultra Violet (EUV) light (A= 17-175nm), known as a photon, incident on a molecule or 

atom energises an outer electron of that particle, giving it enough energy to escape the 

attraction of the positively charged nucleus. Thus, a positively charged ion is created, and 

the negatively charged electron becomes free. 

Conversely, ions and electrons will tend to be lost by the process of recombination. 

Two types of recombination take place, although their relative efficiencies are widely 

different [Hargreaves, 1992]. 
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Figure 3.1a shows relatively slow radiative recombination, where energy is emitted as 

the electron directly recombines with a positive ion. The process of dissociative 

recombination, however is 105 times faster, despite the two stage process shown in figure 

3.1b. 
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Figure 3.1 Recombination in the ionosphere- (a) radiative, (b) dissociative 
[from McNamara, 1991, p. 19]. 

Electrons may also be lost by attachment to neutral atoms, the loss of electrons being 

more important than the gain of a negatively charged ion for microwave propagation, 
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since the relatively heavy ion has little influence in this respect. The ionization of the upper 

atmosphere is therefore a function of the relative rate of production and loss of electrons. 

To quantify the process of ionospheric production by ionizing radiation, the Chapman 

production function may be applied. This leads to the theory of Chapman layers, a model 

for the ionosphere. In order for the function to be applied, certain assumptions must be 

made regarding the incident radiation and atmospheric content. These are [Hargreaves, 

1992] : 

• A single species of atom or molecule populates the entire atmosphere, the density 

of which decreases exponentially with height. 

• The atmosphere is plane stratified. 

• Absorption of solar radiation is proportional to concentration of gas particles. 

• The coefficient of absorption is constant, i.e. the radiation is monochromatic. 

Although these assumptions tend to be far from the real world situation, the Chapman 

function still serves as a good approximation for the ionization process. Thus the function 

may be used as a tool in the modelling of the ionosphere [Bassiri and Hajj, 1994]. 

The rate of production, q, of ion-electron pairs is then given as; 

q = T]cm/ ( 3.1 ) 

where I is the intensity of ionizing radiation, n is the number of particles capable of being 

ionized by that radiation, cr is the absorption cross section (the amount of radiation 

absorbed by an atom or molecule), and 11 is the ionization efficiency. 
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The Chapman production function is written [Hargreaves, 1992]: 

q = qmo exp(1- z- secx.e-z) ( 3.2) 

where z is the reduced height for the neutral gas, z = (h - hmo) I H, where His the scale 

height, kT/mg. Here k is Boltzmann's constant, T is absolute temperature, m is the mass of 

the atom or molecule type present and g is gravity. X is the solar zenith angle, hmo is the 

height of maximum production rate with the Sun overhead and qmo is the production rate 

at hmo· 

The level of ionization will thus vary with solar zenith angle and optical depth, defined 

as the absorption coefficient multiplied by the number of absorbing atoms in a unit column 

down to the level being considered. The production rate is defined as a maximum when 

the optical depth is unity [Hargreaves, 1992]. 

The relative importance of recombination and attachment in a Chapman layer are 

signified by the Greek letters a and ~ respectively, e.g. an a-Chapman layer is one in 

which recombination is the dominant effect in the loss of electrons, which tends to be the 

case at lower levels of the ionosphere [Hargreaves, 1992]. 

Ionization is also caused by other solar emissions. Energetic protons, associated with 

the largest of solar flares, are capable of producing an ionizing effect, most notably at high 

latitudes. The arrival time of the stream of protons is a function of their velocity, taking 
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from ten minutes to a few days to arrive in the vicinity of the Earth. [McNamara, 1991]. 

Their interaction with the earth's geomagnetic field determines their effect on the 

ionosphere. 

X-rays associated with the solar flare production can penetrate far into the atmosphere, 

perhaps as low as 30-40 km [Hargreaves, 1992]. Ionization occurs at the level of the 

atmosphere at which the x-rays are stopped, by the twin processes of photoelectron 

absorption, where the incident energy is totally absorbed by one or more electrons, 

enabling escape, and by the Compton effect, whereby the incident photon is absorbed by 

an outer electron of a particle, and a photon of longer wavelength produced [Hargreaves, 

1992]. The electron density of the lower ionosphere may be increased by a factor of 10 

following a large flare. 

3.2 Structure 

The Earth's atmosphere is governed by differing forces at different altitudes. If the 

atmosphere is classified according to the state of molecular mixing, then it may be split 

into two major components. The lower reaches of the atmosphere (below about lOOkm) 

are well mixed by turbulence, and this region may be termed the homosphere. Above this 

altitude however, temperature is increased by solar heating, and the positive temperature 

gradient means that molecules and atoms of different molecular weight tend to separate by 
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gravity. In this region, the rate of molecular diffusion tends to be greater than the mixing 

effect of turbulence, and hence atmospheric content varies with altitude. 

This process may be qualified by examining the following equation [Hargreaves, 1992]; 

D = kT/mv ( 3.3) 

where k is Boltzmann's constant, Tis the absolute temperature, m is the mass of the atom 

being considered, and v is the collision frequency; essentially the number of collisions a 

particle makes with others in one second. D is the diffusion coefficient, a measure of the 

diffusion taking place, which obviously increases with temperature, and decreases with 

atomic mass. The collision frequency will also tend to decrease with height as the 

atmosphere becomes more and more rarefied. 

Thus particles of different mass tend to separate to different altitudes, producing the 

so-called heterosphere. The processes of ionization outlined above therefore interact with 

these layers, and a stratified ionosphere is produced. Since the density of particles 

decreases with altitude, whilst the incident solar radiation decreases as it propagates 

through the atmosphere, then it may be apparent that the level of ionization will pass 

through a maximum at some point. This is an important point with relation to the thin shell 

model introduced later in the thesis. 

The ionosphere has been classified into a number of layers according to the molecular 

structure of each layer. Different species will have differing values of ionization potential 

and absorption at different wavelengths of EUV. Then applying the Chapman function 
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from above, the production of free electrons is a function of the response of the local 

molecular make up to the incident radiation. 

The ionosphere may be split into a maximum of four layers, dependent on the time of 

day and other solar dependent factors, as will be seen in section 3.3. These are denoted D, 

E, F1 and F2, and their relative altitudes and electron densities are shown in Figure 3.2. 

The D, E and F1 layers may all be explained to some extent by the Chapman production 

function. The existence of the F2 region however depends on diffusion, which this theory 

omits [Hargreaves, 1992]. 
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Figure 3.2 Typical values of altitude and electron density of ionospheric layers for 
mid-latitude location during summer daytime 
[from Webster, 1993, p. 25]. 

An important parameter in terms of both ground based and satellite communications is 

the critical frequency of each layer, denoted, for example: f 0F1. This may be explained in 
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terms of the plasma frequency [Hargreaves, 1992]. An approximate empirical formula for 

this plasma frequency is given as: 

fN = (80.5 N) y, ( 3.4) 

where N is the number of electrons per m3, andfN, the plasma frequency, is in Hertz. The 

plasma frequency thus defined is the natural oscillation frequency of a specific plasma, and 

is the frequency a signal must exceed in order to propagate through the medium. 

Therefore the term critical frequency is used. 

Values for the critical frequency vary according to time and layer, typical values for 

f 0F2 being between 4.8 MHz and 11.2 MHz, dependent on season and solar activity [see 

section 3.3][McNamara, 1991]. Obviously these values of fN are much smaller than the 

frequency of the GPS carrier, but the effect is still felt, and this will be further discussed in 

section 3.7. 

Empirical formulae for the values of foE andfoFI exist in terms of the solar zenith angle 

X and the sunspot number R [defined below]; 

foE= 0.9[(180 + 1.44R)cos X]'" MHz, 

foFI = (4.3 + 0.01R)cos0·2x MHz 

which are reasonable approximations to the truth [McNamara, 1991]. It may be seen from 

the above that different layers of the ionosphere will have differing responses to ambient 

conditions and hence different critical frequencies. Typical values of the critical 

frequencies of theE, F1 and F2 layers are shown in Figure 3.3. A definite diurnal variation 

is noticeable, this being the dominant variation in ionospheric effect, an important point in 
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the initial validation of the model produced here. The following sections serve to explain 

some of these variations in critical frequency. 
TYPICAL MID-LATITUDE STATION- CANBERRA (35°5) 
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Figure 3.3 Diurnal variations in the critical frequencies of the E, F1 and F2 layers 
for Canberra in summer and winter and two levels of solar activity 
[from McNamara, 1991, p. 25]. 
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3.3 Temporal Variability 

The temporal variability of the ionosphere may be thought of on a variety of different 

time scales, all of these variations being direct or indirect functions of the influence of the 

Sun. 

3.3.1 Diurnal Variation 

On a day to day basis, the ionospheric layers encountered in the previous section tend 

to come and go with earth rotation i.e. they are a related to whether an area is on the day 

or night side of the Earth. Maximum ionization will occur at approximately 2 pm local 

time as the influence of incident solar radiation becomes a maximum. 

At night, recombination is the dominant process since photoionization cannot take 

place. Therefore the D, E and F1 layers tend to largely disappear. The existence of the F2 

layer is not so closely tied to incident radiation and therefore is present at night, although 

with lower density and maximum density at a greater height. The explanation of this 

phenomenon is best left to texts such as Hargreaves [1992]. Night time electron content 

also gains an important contribution from the upper level ionization of the protonosphere, 

an area extending out to the altitude of the GPS satellite itself. The protonosphere is a 

region of mainly ionized hydrogen, and may contribute up to 50% of the electron content 

during the night-time hours [Klobuchar, 1996]. 
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3.3.2 Seasonal Variation 

There is also seasonal variation of relative electron densities, a general statement being 

that the ionization is greatest in summer. This is in part a consequence of variations in 

atmospheric chemistry over the seasons [Hargreaves, 1992]. The solar zenith angle also 

has a seasonal as well as diurnal variation - in winter the zenith angle at noon is always 

greater than the corresponding angle in summer. Thus the critical frequency for the D, E 

and F1 layers is greatest in summer, although this is not the case for the F2 region at mid 

latitudes. This anomaly is caused by seasonal changes in the atmospheric chemical make­

up [MeN amara, 1991]. 

3.3.3 Sun Spots and the Solar Cycle 

Emissions from the Sun do not tend to vary by more than 1%, but even this seemingly 

small variation is extremely important in terms of its effect on the ionosphere [Hargreaves, 

1992]. 

Sunspots appear as dark areas in a white light image of the Sun due to their relatively 

low temperature when compared to the rest of the photosphere. The Wolf Sunspot 

Number, R, defined as 

R=k(f+10g) ( 3.5) 

where f is the total number of spots seen, g is the number of disturbed regions (either 

single spots or groups) and k is a constant for the particular observatory, a function of the 

sensitivity of the instrument, has been used since 1848 as the predominate method of 
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quantifying solar activity [Hargreaves, 1992]. By studying the temporal variations of data 

such as the observed sunspots, some definite trends may be noticed. Figure 3.4 is a 

representation of the sunspot number since 1610. 
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Figure 3.4 The solar cycle 
[from McNamara, 1991, p. 11]. 

From this figure it can be seen that there exists an approximate repetition every 11 

years. This phenomenon is known as the solar cycle, and has been shown to have a 

definite correlation with errors in trans-ionospheric signal propagation and consequently 

on satellite based positioning systems [Tscheming and Goad, 1985; Weigel, 1989]. 

Analysis of observations collected since 1729 has shown an average period for this 

cycle of 11.1 years. Significant deviations from this value do occur however, the shortest 
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cycle being of 7 years duration, the longest 17 years [Friedman, 1985]. Consequently, the 

prediction of solar activity is not as easy as may have been at first thought. It must also be 

remembered that in terms of geological time the period for which data is available is rather 

short, and this 11 year cycle may be a relatively short term phenomenon. The solar cycle is 

still however a useful parameter in ionospheric delay prediction. 

3.3.4 Atmospheric Storms 

Storms in the upper atmosphere lead to temporal variation in the ionospheric content, 

and hence in the critical frequency and refractive index of the plasma. The cause of such 

storms is not fully understood, but some contribution from the constant solar wind is 

thought [Hargreaves, 1992]. If the electron content along a signal path changes rapidly 

enough it may become difficult or impossible to track trans-ionospheric signals such as 

those from the GPS satellites [Langley, 1996]. 

The F-region ionospheric storm is of importance here, since the layer of maximum 

critical frequency occurs in the F2 layer. The storm is a three stage process, with an initial 

increase in ionization lasting a few hours, a subsequent decrease and a long (one to several 

days) recovery period [McNamara, 1991]. 
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3.4 Latitudinal Variability 

The Interplanetary Magnetic Field (IMF) is a magnetic field frozen into the solar wind; 

a constant outflow of material from the sun. Due to solar rotation the radial ejection of 

matter and consequently the IMF is given a spiral form, much as if the water from a hose 

pipe is rotated in a horizontal plane. This IMF has a sectored structure, the direction being 

inward and outward in adjoining sectors [see Figure 3.5]. Thus as the earth orbits the sun, 

so it passes into different sectors of the IMF . 
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Figure 3.5 Form of the interplanetary magnetic field showing inward (-) and 
outward ( +) sectored structure 
[after Hargreaves, 1992, p. 147]. 

The IMF interacts with the terrestrial magnetosphere (that region of the upper 

atmosphere where behaviour of charged particles is dominated by the geomagnetic field), 

and so affects circulation patterns within the ionosphere. This therefore leads to 
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differences in the driving forces of motions within the ionosphere at different latitudes 

[Hargreaves, 1992]. Although the cause is not fully understood, it is the form of such 

effects in which we are interested, these having been observed by the use of 

magnetometers at medium and high latitudes. The interaction of the IMF and the 

magnetosphere then leads to significant modification of the geomagnetic field lines and 

hence the ionosphere. Figure 3.6 shows clearly the major effect, including the formation of 

the magnetotail on the night side of the earth and the two neutral points on the 

magnetopause (the outward termination of the geomagnetic field). 

NEUTRAL POINT 

SOLAR WIND MAGNETOTAIL 

NEUTRAL POINT \ 
MAGNETOPAUSE 

Figure 3.6 North-south cross section of the modified geomagnetic field showing 
closed and open geomagnetic field lines. 
[from Hargreaves, 1992, p. 152]. 
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At these points the flux density of the field line falls to zero, and particles from the sun 

are allowed to enter into the lower reaches of the atmosphere above the poles without 

crossing magnetic field lines The general area around this point is known as a polar cusp. 

The sectored structure of the IMF also appears to have some relevance to the 

magnetospheric circulation, the north-south component being of more importance than the 

east-west. Whether the IMF is flowing northward or southward has important 

connotations for the level of interaction of the solar wind and the magnetosphere. It 

appears from observations of the magnetosphere that a southward flowing IMF will 

induce a much larger effect on the terrestrial magnetosphere. Major effects associated with 

such a situation include an inward movement of the magnetopause, and an equatorward 

displacement of the dayside cusps [Hargreaves, 1992]. 

Thus the behaviour of the ionosphere may be split into two broad latitudinal zones on 

this basis- the polar zone, and the zone including middle and low latitudes. (N.B. it should 

be noted that it is to the geomagnetic latitude that reference is given). Many exceptions 

exist to this classification, most of which are quite beyond the scope of this thesis. 

Anomalies to this classification in the equatorial ionosphere are given in section 3.4.1. 

On examining the formulae given for f0E and f0F1 given in section 3.2, it is obvious that 

there is some degree of dependence of the values of critical frequency on the solar zenith 

angle X· This then suggests that the level of ionization will vary with latitude as this angle 
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changes. However, the most dramatic latitudinal variations are as a result not of X but of 

the interaction of solar radiation and the magnetic field. 

At middle and low latitudes, the behaviour of the ionosphere is more regular than at 

polar latitudes. There are still many variations attributed not only to solar effects, but also 

to other influences such as high altitude winds [Hargreaves, 1992]. Sporadic-E is one 

such variation, its production not entirely understood. Areas of higher than usual critical 

frequency exist, giving rise to rapid fluctuations in amplitude, phase and angle of arrival, 

known as scintillations, on trans-ionospheric signals. The typical critical frequency of a 

sporadic E cloud is approximately 10 MHz, again much less than the GPS frequencies, but 

great enough to produce a measurable effect. 

3.4.1 The Equatorial Ionosphere 

As an electromagnetic wave passes through an ionized plasma, it may be considered to 

be split into two components which are circularly polarised in opposite directions and 

propagate independently. These are known as the ordinary and extraordinary waves and 

their relative phase will gradually increase as they pass through the ionosphere. On leaving 

the plasma the waves recombine and a rotation of the plane of polarisation can be 

observed. This is the phenomenon of Faraday Rotation. The amount of this rotation is 

dependent on the electron content along the signal path and is thus used as a measure of 

the ionosphere [McNamara, 1991]. 
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Scintillation (rapid fluctuations in amplitude and phase of the received signal) and 

Faraday Rotation patterns observed at equatorial latitudes point towards an equatorial 

anomaly, an increase in ionization at such latitudes. Due to the combined effect of 

electrical and magnetic fields, the electrons in these regions tend to drift upwards and then 

are propagated along the horizontal lines of force of the geomagnetic field. This 

phenomenon is known as the fountain effect, which results in peaks of electron density 1 oo 

to 20° either side of the equator. This effect may be attributed to E x B drift, where a 

motion is introduced into the electrons orthogonal to both the geomagnetic field and the 

ring current, formed when particles of opposite charge flow in opposite directions around 

the equatorial zone [Hargreaves, 1992]. Here E denotes the electric field, and B the 

magnetic field. E x B drift may be explained in terms of Lenz' s law, whereby a motion is 

induced perpendicular to both the magnetic and electric field. 

3.4.2 The Polar Ionosphere 

In polar regions, behaviour of the ionosphere is greatly modified, in large part due to 

the fact that the geomagnetic field lines are almost vertical, and hence charged particles 

will tend to interact with the ionosphere. 

The gyrofrequency of a charged particle in relation to a magnetic field B, is the rate of 

gyration of the particle around lines of force of B. With relation to the ionosphere, the 

charged particles concerned are the ions and electrons formed by solar terrestrial 

interactions, and the magnetic field is the geomagnetic field. The angular frequency COs of 
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this gyration is dependent on the mass of the particle and the magnetic field, as is the 

radius of the circle described. The gyrofrequency itself, however is independent of the 

particle velocity [Hargreaves, 1992]. If there is no component of velocity along the 

direction of the geomagnetic field, then any charged particles arriving will simply gyrate 

around the lines of force and will not be able to cross them. This is the situation found in 

equatorial regions where the geomagnetic field is close to horizontal. Moving away from 

the area of the geomagnetic equator will mean that some component of the velocity of 

charged particles of solar origin will be along the lines of force. Therefore the particle 

concerned will describe a spiral path, being brought down in to the atmosphere in polar 

regions where increased ionization will thus occur. This is especially true for high energy 

protons released by a large solar flare, which may cause a Polar Cap Absorption event or 

PCA, substantially increasing the level of ionization in the D-region of the polar 

ionosphere [McNamara, 1991]. The PCA is illustrated in Figure 3.7. 
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Figure 3.7 Basis for the Polar Cap Absorption event 
[from McNamara, 1991, p. 113]. 
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3.5 Summary of Ionospheric Morphology 

It will be beneficial to summarise the variability of the ionospheric make-up, paying 

special attention to effects which are apparent in the model produced here. The level of 

ionization is most stable in the mid-latitude regions where the influence of the 

geomagnetic field is felt less. As one moves toward the pole or equator then both absolute 

electron content and variability increases and the ionosphere becomes more difficult to 

model. A typical contour map of ionospheric delay for 1995, a time of low solar activity, 

is shown in Figure 3.8. The amount of delay [defined in section 3.6] induced by the 

ionosphere on an electromagnetic signal travelling through it is therefore an indication of 

the level of ionization. 
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Figure 3.8 Contours of ionospheric zenith time delay in units of ns on L1 for the 
March equinox season for a year of low sunspot activity (sunspot number= 10) 
[from Klobuchar, 1996, p. 504] 

As solar activity increases, governed by the 11 year solar cycle introduced earlier, so 

will the extent of ionization of the upper atmosphere. This is illustrated well by comparing 
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Figure 3.9 above to the following map of ionospheric delays at a time of heightened solar 

activity [Figure 3.9]. 

LONGITUDE 

Figure 3.9 Contours of zenith ionospheric time delay in units of ns on L 1 for the 
March equinox season for a solar maximum year (sunspot number = 153) 
[from Klobuchar, 1996, p. 503] 

3.6 Ionospheric Propagation and Refraction 

The propagation of microwave frequency electromagnetic waves through the 

ionosphere is a function of the signal frequency and the electron content of a unit cylinder 

along the propagation path [Georgiadou, 1994]. The ion content is not of direct 

consequence for electromagnetic wave propagation since the relative size of the ion means 

that it will not be excited by passing energy of this level to any significant extent. The 

number of electrons encountered by a signal is therefore of paramount importance, and 

some measure of this integrated electron density, the Total Electron Content (TEC), is 

then required. 
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3.6.1 Phase Refractive Index 

At microwave frequencies, the ionosphere may be regarded as a dispersive medium, 

i.e. the refractive effect of the ionosphere is proportional to the frequency of the signal. To 

enable the refractive effect of the ionosphere to be established, use is made of a truncated 

version of the Appleton-Hartree formula, the full version of which is given below: 

n
2 =1- [ 2 ]X[ 4 ]1-1 

1 - jZ - YT ± Yr + y:z 
2{1- X- jZ) 4{1 - X- jZf L 

( 3.6) 

where n is the complex refractive index of the ionosphere, n = l.l- jx. The values of X, Y 

and Z are dimensionless, being defined as follows: 

Z=v/ro 

where ~ is the angular plasma frequency [equation (3.4) multiplied by 2n], ~ is the 

electron gyrofrequency, and roL and COr are the longitudinal and transverse components of 

~ with respect to the direction of propagation. The electron collision frequency is v, and 

the angular wave frequency ro. 

This equation may be dramatically simplified by making some assumptions about the 

signal being propagated and the relative effects of some of the parameters described above 
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· [Hargreaves, 1992]. Considering that for GPS the signal frequency is much greater than 

the plasma frequency, then if components of the geomagnetic field are omitted, and 

absorption is considered small (as will be the case for microwave frequencies being 

propagated in the rarefied ionosphere, cf. Z above, where if the collision frequency is small 

and the angular wave frequency large, Z will be close to zero), then the Appleton-Hartree 

equation may be written [Langley, 1996]: 

X 
n=1----

2(1 ± Y£) 
( 3.7) 

Now continuing the approximation process by ignoring the effects of longitudinal 

components of the geomagnetic field we obtain the following: 

( 3.8) 

From section 3.2 the plasma frequency,JN is approximated as: 

( 3.9) 

and therefore an approximation for the phase refractive index of the ionosphere may be 

written: 

n = 1_ 40.3N 
!2 

where N is the electron density. 

( 3.10) 

The effect of such an approximation may be seen if the full form of the Appleton-

Hartree formula is expanded to an infinite series and truncated at fourth order terms 

[Hartmann and Leitinger, 1984]: 
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where the signal frequency, f is related to its angular frequency by f = co I 2n, /g is the 

electron gyrofrequency, and /N iS the plasma frequency. 8 iS the angle between the 

geomagnetic field and the direction of propagation of the wavefront in question. The 

magnitude of each of these terms has been estimated by Bassiri and Hajj [1993]. Typical 

values of 0 - 2cm and 0 - 2 mm for third and fourth order terms respectively are given. 

Omitting third and fourth order terms in this expansion is then justified for signal 

frequencies much greater then the plasma frequency since these terms will tend to zero for 

large f. Further justification for this approximation is given by Hartmann and Leitinger 

[1984]. They state that for signals above 100 MHz (i.e., in the range of interest here) since 

the electron gyrofrequency is everywhere less than 1.4 MHz, then for signal frequencies of 

this magnitude, neglecting terms in ~ is valid. 

3.6.2 Group Refractive Index 

The group refractive index is defined as [Langley, 1996]: 

dn 
ng =n+ f-

df 
( 3.12) 

where f is the frequency of the signal being propagated. Using the value of phase 

refractive index, n, obtained above we have: 

: = ~(!- 4~~NJ 
= -40.3N !!._(-1-J 

df ! 2 

1 = -2.(40.3N) / 3 

43 



and therefore the group refractive index is given by: 

( 3.13) 

3.6.3 Ionospheric Group Delay and Phase Advance 

For code measurements, the observed satellite receiver range is the integral of the 

group refractive index along the signal path: 

Sc = J ng ds 
path 

J (1 + 40.~NJ ds 
path f 

= S+ 40.3TEC 
!2 

( 3.14) 

where S is the true range and TEC is the electron content integrated along the signal path. 

The modulated code range measurement shows a delay in its time of reception and hence 

an increase in the apparent range. This is termed the group delay. Similarly for phase 

observations: 

sp = J n ds 
path 

= J (1- 40.~NJ ds 
path f 

=S- 40.3TEC 
!2 

( 3.15) 
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The phase measurement is then shorter than the true range and thus is advanced by an 

amount controlled by the signal frequency and electron density. This is the phase 

advance. 

By comparing equations (3.14) and (3.15) it can be seen that the observed ranges from 

code and carrier measurements differ from the true value by an amount equal in magnitude 

but opposite in sign. Thus a measurement of the ionospheric delay from pseudorange 

observations may be used to correct the equivalent carrier phase observation. 

3.7 Ionospheric Effects on GPS 

The L-band signals transmitted from GPS satellites are classed as microwave. As such, 

the ionosphere acts as a dispersive medium for the GPS. The effect of the ionosphere is 

inversely proportional (in a first approximation) to the square of the frequency of the 

signal, as shown in the previous section. This effect can therefore be used to correct for 

much of the ionospheric effect if two signals of different microwave frequency are 

available. Indeed this is the case with GPS, where the L1 and L2 signals are transmitted at 

1575.42 MHz and 1227.60 MHz respectively. 

Consider for a moment the well-known observation equations for GPS pseudorange 

measurements, with receiver i observing satellite j on L1 [Kleusberg and Teunissen, 

1996]: 
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nj - j Ij Tj [dt · - dt1•j] + r,1 · - P1 · + 1 · + · + C 1 t ,l ,t ,t l ' 

[d d1,j] d j j 
c l,i + + m1,i + e1,i 

and similarly on L2 

PL(t) = PL +I{;+ T/ + c[dt2,;- dt 2'i]+ 

c[ d2,; + d 2'i] + dm{; + e{; 

(3.16) 

( 3.17 ) 

where the right hand side of each contains terms involving the geometric distance between 

satellite and receiver, ionospheric and tropospheric delays, satellite and receiver clock 

errors, satellite and receiver equipment delays, multipath, and unmodeled errors. 

Differencing equations (3 .16) and (3 .17) results in: 

P j Dj - {Ij - Ij } fl[d . - d 2·j] - [d . - dl,j ]} 2,i - rl,i - 2,i l,i + c~ 2,1 1,1 + 

{dm2j . - dm1j_ }+ e2j . - e1j. ,l ,l ,l ,l 

(3.18) 

where the approximation sign is used to indicate that certain negligible terms have been 

omitted. Equation (3.18) is then the inter-frequency observable for pseudorange 

observations on L 1 and L2. Terms involving the geometric distance between the satellite 

and receiver very nearly cancel and are therefore not shown, and the tropospheric effect 

may also be omitted on account of this delay being equal on both frequencies. Receiver 

clock errors cancel completely since the measurements are performed simultaneously on 

both frequencies. The satellite clock error interfrequency difference is non-zero due to 

slightly different time arguments. This residual is however negligibly small and has been 

excluded. Since the ionospheric effect changes for different frequencies (as per equation 

(3 .1 0) ), then this differencing operation will leave the difference in ionospheric effect 

between frequencies. Thus, a measure of the Total Electron Content (TEC) along the 
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line of sight to a particular satellite is may be obtained, subject to one major condition 

which is described in section 4.2. 

3.8 The Single Layer Model of the Ionosphere 

Since the ionosphere described above is obviously a rather complex region of the 

atmosphere, then some simplification in the modelling process is desirable. The approach 

taken here is to assume that the ionosphere may be represented locally by a homogeneous 

thin shell at a geocentric distance R + h, with R the earth radius and h a height chosen to 

represent the height of maximum ionization. 

In order to then apply this model to the measurement of ionospheric delay described 

above, the delay along the signal path from receiver i to satellite j is obtained from the 

equivalent vertical delay by dividing by the cosine of the zenith angle measured at the 

ionospheric shell (see Figure 3.10) [Georgiadou and Kleusberg, 1988]: 

TEC! = VEC I cos zf 
I I 

(3.19) 

with VEC the vertical electron content and therefore thickness of the ionospheric layer. In 

order to utilise the assumption that the measured (line of sight) TEC may be mapped to 

the vertical using the zenith angle, it is necessary for local horizontal ionospheric density 

gradients to be small. 
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Figure 3.10 Geometry of satellite receiver line of sight and the ionospheric shell 
model. 

To apply this mapping function, the zenith angle at the ionospheric shell is obtained 

from: 

ze = sin -l (cos( el). ___!!___) 
R+h 

( 3.20) 

where R is the earth radius and h is the assumed height of the ionospheric shell. 
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An attempt to model the local spatial variation of the slab thickness of this shell via a 

series of coefficients describing latitudinal and longitudinal variation in TEC from a base 

station was undertaken for this thesis. Thus the values of VEC will change dependent on 

the location on the shell intercepted by a particular satellite receiver line of sight. This 

location is termed the Ionospheric Pierce Point (IPP) (see Figure 3.10). 
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4 Chapter Four 

Procedure 

The procedure followed to correct for ionospheric delay at both the reference and 

rover receiver is outlined below, following step by step through the required stages. 

4.1 Mapping Functions 

In order for the ionospheric delay values obtained through the process described in 

equation (3.18) to be used in an ionospheric model, it is necessary to map these values to 

the vertical. Thus a vertical ionospheric delay estimate is produced, the ionosphere 

modelled as an infinitesimally thin shell at a particular height as described in section 3.8. It 

was mentioned in the introduction that the value chosen for this height is critical, and 

indeed this will be further expanded upon later in this chapter 

This section looks at the effect that the function used to map the line of sight delay 

values to the vertical has on the vertical delay estimates. A search of the literature on 

ionospheric modelling showed a very few different mapping functions which have been 

investigated. Mapping functions used by various authors and agencies, such as those 

referenced in the literature review section of this thesis, tend to be simple functions of the 
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elevation angle of the satellite (el in Figure 3.10) and the height of the assumed 

ionospheric shell (h in Figure 3.10). The value used for the height of this shell is usually 

set to 350 - 400 km, chosen to reflect the height of maximum ionization. Some work has 

been done to further enhance the mapping function concept by using a model of the 

ionosphere to estimate this height [Komjathy and Langley, 1996]. 

Tests were undertaken as part of the work described here in order to quantify the effect 

any mismodelling might have. This was done by varying the assumed shell height and 

hence the mapping function. The results of these tests are outlined in section 4.3. 

Figure 4.1 gives an indication of the transition from vertical to line of sight delays for a 

typical satellite, observed at station Albert Head in British Columbia. The line of sight 

delay value (LOS-DEL) is governed by the elevation angle, and is at a maximum when the 

elevation angle is small. This is a consequence of the trans-ionospheric signal travelling an 

oblique path through the ionosphere, spending a longer period of time within the ionized 

region. The ionospheric delay values are also noticeably more noisy at these low 

elevations, producing the "bow-tie" pattern in the vertical delay (VDEL) estimates. This is 

a consequence of the increased measurement noise caused by both multipath and by the 

lower received signal strength at these low elevation angles. It is for this reason that a 

relatively high elevation mask of 20 degrees was chosen in the surface estimation 

procedure to be introduced in section 4.4.1.1. 
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Figure 4.1 Line of sight and vertical ionospheric delays with SV elevation angle 

4.2 Hardware Differential Delays 

A vital part of ionospheric delay estimation is the calculation of the differential 

hardware delays associated with the particular satellite and receiver in question. Analysis 

of equation (3.18) shows that contained in the final expression for P2- P1 are the delay 

values produced as a result of the different paths taken by the L 1 and L2 signals through 

the satellite and receiver hardware. Therefore, in order for the geometry free linear 
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combination to yield a "true" estimate of the ionospheric delay, these equipment delays 

must be obtained. Ignoring the satellite (receiver) biases when computing TEC estimates 

will result in an error of ±9 (±30) TECU (1 TECU = 1 x 1016 eVm2) [Wilson and 

Mannucci, 1993]. Any error in estimating the receiver biases will manifest itself in the final 

VTEC values as an elevation dependent bias. 

Since the P2 - P1 observable contains both the hardware and ionospheric delays, 

separation of the two becomes the problem in hand. A fortunate difference between the 

values is their response to elevation angle. The ionospheric delay is a function of elevation 

angle [cf. Figure 4.1] whilst the hardware delays are not. This then allows the ionospheric 

and hardware delays to be separated. The differential delays estimated for code 

measurements are assumed constant for each satellite and receiver pair and between 

observation periods for the same pair. The situation for carrier phase observations is a 

little more complicated since a new value must be estimated for each satellite pass, and 

after any loss of lock since the integer ambiguity value in the carrier phase observable will 

change. The combined hardware delays estimated form pseudorange observations also 

have a certain stability from day to day and thus values obtained from one day of 

observations may be used to correct the ionospheric observable from the following day 

within a certain accuracy. Based on these factors, it was decided that the model should be 

produced from code measurements despite the larger noise values associated with these. 
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In combination, the satellite and receiver biases can amount to delay values of the order 

of a few metres. Thus, in times of low to medium solar activity, the hardware delays may 

be larger than the TEC induced delay. Indeed, this is often apparent on inspection of raw 

pseudorange data from L1 and L2, where the L1 pseudorange may be greater than that 

from L2. This is the antithesis of the expected result, since with reference to equation 

(3.10), repeated here for convenience as equation (4.1), the ionospheric group delay on 

the higher frequency L 1 signal would be expected to be smaller than that on the L2 

pseudorange. 

I _ 40.3 TEC 
d- !2 ( 4.1 ) 

For the purpose of this research, these differential equipment delays are produced as a 

by-product of the Vertical Delay (VERDE) software [Georgiadou, 1994]. This package 

requires an input of dual frequency GPS data, and solves for the equipment delays in a 

least squares adjustment. 

Taking equation (3.18) and grouping a number of terms together for simplification, the 

following expression for the interfrequency pseudorange combination may be obtained 

[Georgiadou, 1994]: 

( 4.2) 

where superscripts and subscripts indicate the transmitting satellite and frequency 

respectively and 

2 
F= h 

(!?- !l) 
( 4.3) 

54 



with f 1 and fz the frequency of the L1 and L2 carrier respectively. Satellite and receiver 

biases are grouped in the terms S and R. Thus an expression for the ionospheric delay 

referenced to L 1 is obtained, along with the differential hardware delays. 

As stated above, the basic premise behind the ability to separate the hardware and 

ionospheric delays lies with their differing response to changing elevation angle. Based on 

previous research by the authors of VERDE, the program models the ionospheric delay 

via a series of fifteen coefficients described by difference in latitude of the observing 

receiver and the sub-ionospheric point (the projection of the particular IPP to the earth's 

surface) and the local time. Writing equation (4.2) for each satellite observed and each 

observation epoch then produces a set of n + 15 equations for the fifteen coefficients of the 

parameterized ionospheric delay and the n hardware delays. Solving these equations by 

least squares gives an estimate of the required values. 

VERDE was tested during this research to confirm that the equipment delays produced 

were indeed correct within the limits of the ionospheric model used. This testing phase 

also allowed a brief insight into the effect of the mapping function used to map line of 

sight delays to the vertical. 
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4.3 Testing of VERDE using Synthesised Data 

By producing RINEX format input data for VERDE based on a known TEC value and 

shell height (350km) and computing differential delays, testing of the software was 

possible. The ionospheric delay was assumed to amount to 1.5m of delay on Ll and 

hardware delays were assumed zero. Since no hardware differential delay was input, it was 

expected that the delays estimated by VERDE would be zero if the same shell height is 

used in manufacturing the test data and in VERDE. Although this did indeed prove to be 

the case, further analysis with similar manufactured data brought up some interesting 

results. 

It was possible to see the effect of using an incorrect shell height in the thin shell 

approximation by changing the value used in VERDE. Table 3 shows the resulting 

equipment delays obtained on varying the estimated shell height used. A 50km 

misrepresentation of this value resulted in an approximately 1 Ocm error in the estimation 

of the differential delays. This amounts to approximately 0.6 TECU of ionospheric delay 

and is a significant proportion of the input delay value of 1.5m. Increasing the input 

ionospheric delay would lead to a proportional increase in the error in the hardware delay 

estimates. 
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Table 3 Estimated hardware delays from VERDE showing the effect of changing 
ionospheric shell height. 

It can be seen that the hardware delays are correctly estimated as zero when the correct 

shell height (350km) is used in the ionospheric delay estimation. It is also apparent from 

equation (4.2) that any error in calculating these differential delays will directly affect the 

TEC estimation itself by an equivalent amount. A major reservation therefore is that the 
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separation of such hardware delays from the ionospheric delays is dependent on the data 

being correctly modelled by the thin shell approximation used. Since the synthetic data 

was created based on this assumption, then any errors associated with this type of 

mismodelling were not detected in this testing phase. This is obviously not the case with 

"real" data however. 

4.4 Construction of the Ionospheric Model 

In a real world, real time environment the hardware delays from VERDE would be 

estimated from a previous days observations. Therefore, some day to day stability of these 

values must be assumed. The hardware delays estimated in this manner are then applied to 

the P2 - Pl observable and a measure of ionospheric delay is thus produced. 

4.4.1 TECEST 

As outlined above, forming the geometry free linear combination of the P (Y) code 

pseudorange observables provides a measure of the ionospheric delay along the line of 

sight to a satellite, providing the hardware differential delays are known. 

The software written for the purpose of this research takes a RINEX format file from a 

stationary receiver and processes the P (Y) code pseudorange data sequentially, assuming 

that only data up to the current epoch is available. Thus a real time approach is 

synthesised. The geometry free linear combination between frequencies is taken, and the 
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resulting ionospheric delay estimates along the line of sight to each satellite in view 

converted to the equivalent vertical delay by applying a mapping function as described in 

section 4.1. Figure 4.2 shows the relative position of the IPPs and reference station for a 

shell height of 350km. It is apparent that the distance between that point directly overhead 

the reference station and the point on the ionospheric shell intersected by the satellite 

receiver line of sight is relatively small in global terms. It was therefore assumed that a 

simple spatial model of the ionospheric shell thickness would be appropriate. The vertical 

delay values measured at each IPP are then passed through a least squares surface fit 

routine, the output of which is a series of coefficients which describe an ionospheric delay 

surface in latitude and longitude differences from the reference station. 

___________. 50 

reference station ... 

l 48 

46 

44 

42 

-132 -130 -128 -126 -124 -122 -120 -118 -116 -114 

longitude (degrees) 

Figure 4.2 Typical latitude and longitude of Ionospheric Pierce Points (IPPs) used 
in surface estimation procedure. Elevation cut-off is 20 degrees, shell height is 350km. 
Marker shows last position of IPP. 
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4.4.1.1 Polynomial Surface Fitting 

To describe a surface, a polynomial in two variables is required. The basis functions for 

four classes of such polynomials are given in Table 4 below. 

Table 4 List of basis functions for some bivariate polynomials 
[from Lancaster and Salkauskas, 1986, p. 133]. 

It is apparent that any function in class Po will provide a constant surface, parallel to the 

xy plane. An increased number of coefficients in the polynomial will give a more 

complicated surface more able to follow the data points. The choice of a suitable 

polynomial to describe the surface in question is then a trade-off between computational 

and programming efficiency and the ability to correctly represent the data points. Given 

that the ionospheric delay values used as data in the surface fit are estimates of the true 

picture, then increasing the number of coefficients in the polynomial fit may be 

counterproductive. An increased class of polynomial will decrease the residuals of the 

surface fit but also assumes a greater accuracy in the ionospheric delay estimates than may 

actually be the case. 
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The number of data points is also a factor which had to be taken into account in 

choosing the basis function to be used. Since a least squares fit of the surface was to be 

attempted then some redundancy in the measurement process is required. Thus the number 

of measurements should be greater than the number of coefficients to be estimated. 

Because of these constraints it was decided to base initial investigations around a class 

P 1 polynomial. The surface computed by this routine is therefore described by: 

VTECs = a 0 +a1 (<1>o -<1>)+a2 (A 0 -A.) 
= a 0 +a1 ~<1>+a 2M 

( 4.4) 

where VTECs is the estimated vertical TEC value at the Ionospheric Pierce Point (IPP) at 

latitude <1> and longitude A. Latitude and longitude values are in units of radians. The IPP 

at ( <1>0, Ao) refers to the position directly above the reference station. The coefficients ao, a1 

and a2 thus estimated are then used as the initial state for implementation in the Kalman 

filter described in the next section. 

The surface described by these coefficients should provide a model of the temporal and 

spatial processes described in Chapter Three. It was therefore deemed necessary to 

constrict the variation of the coefficients such that the underlying physical processes are 

adequately modelled. 

4.4.1.2 Kalman filtering algorithm 

To update the ionospheric model used in this work, a Kalman filter was implemented. 

Advantages of this approach include the ability to take previous measurements into 
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account, and to better cope with the possibility of unavailable observations at a particular 

epoch. 

The values estimated as the filter state are the three coefficients of the TEC surface fit; 

ao, a1 and a2 • The measurement update model was assumed to contain no underlying 

forcing functions, i.e., the state update matrix is simply the (3 x 3) identity matrix. Thus 

the state update is governed solely by the process noise, chosen so as to allow the Kalman 

filtered state to follow the general trend of the real data as closely as possible whilst 

suppressing measurement noise. 

The measurement noise value input to the filter gives an indication of the accuracy of 

each new measurement. The third set of required input parameters are the variances of the 

initial state estimate. These are computed from the residuals of the initial TEC fit for the 

first epoch. The initial covariance matrix of the state is then a diagonal matrix (assuming 

zero correlation between the initial state parameters). 

The formation of the Kalman filter is based on that given by Brown and Hwang [1992]. 

Initial input consists of an a priori estimate of the state (in this case provided by the least 

squares fit of the TEC measurements from the first epoch, described in the previous 

section) and its associated covariance matrix described above. Also required are values for 

the process and measurement noise as described above. An important step in the 
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implementation of a Kalman filter is then the choice of measurement and process noise 

values to be used. 

Following the concept of Figure 4.3, the first task in the implementation of the Kalman 

filter is to compute the Kalman Gain (K0 to be used to assimilate the current state 

estimate (projected from the previous epoch) and the current measurement. This gain is 

computed from: 

( 4.5) 

where p·k is the estimated state error, H\ is the design matrix describing the connection 

between the measurement and state vector at time tk, and Rk is the measurement noise. 

Compute Kalman Gain 

Kk = P~H! (HkP~H! + Rk f' 

Project ahead 

:X~+. = <hxk 

P~+t = <i>kPk<i>! +Qk 

Compute error covariance 
for updated estimate 

Pk =(I- KkHk )P~ 

Figure 4.3 Recursive Loop of standard Kalman Filter 
[from Brown and Hwang, 1992, p. 235]. 

Update estimate with new 
measurement zk 

xk = x~ + Kk(zk- Hkx~) 

The state is then updated based on a weighted formulation of the prior estimate and 

current measurement, following equation 4.6 below: 

( 4.6) 
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where xk is the new state estimate, updated according to a certain combination of the 

prior estimate x; and the new measurement zk, governed by the filter gain Kk. 

The next stage is to update the state covariance matrix to take account of the influence 

of the new measurement on the confidence given to the updated state: 

( 4.7) 

where Pk is the updated state covariance, I is the identity matrix, and Kk, Hk, and p·k are 

as before. 

The state and state covariance matrix are then projected forward to the next epoch as 

shown in equation ( 4.8), and the process begun again. 

x~+l = <J>kxk 

P;+t = <J>kPk<J>: + Qk 
( 4.8) 

where x~+' and p·k+l are the projected state estimate and its associated covariance for time 

tk+t. <j>k is the state transition matrix (in this case the identity matrix), and Qk is the process 

noise. 

It can therefore be seen that the Kalman filter allows the state estimate to be based not 

only on the current epoch, but on all past data too, without the need to store large 

amounts of data. 
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4.4.1.3 Computation of Kalman filter inputs 

Computing initial values for the process and measurement noise is an important part of 

the implementation of the Kalman filtering algorithm described above. It will be noticed 

that the process noise Q controls the change in the projected state estimate in the absence 

of any forcing function, as is the case here. This is a far from simple task, and is glossed 

over in many texts and papers on the implementation of Kalman filters. 

The approach considered here was to apply a number of potential values of the process 

and measurement noise, and evaluate their worth based on the closeness of the fit to the 

original data. This is a methodological, if not entirely mathematically rigorous approach. It 

is suggested that future work in this area would include a mathematical analysis of the 

measurement and process noise associated with an implementation of a Kalman filter to 

ionospheric estimation. 

The balance required in the implementation of a Kalman filter is to allow the state 

estimate to take account of the input data enough to enable the state to follow the general 

trend without being effected by the noise of the measurement itself. 

The purpose of any filter is to separate one thing from another. In the Kalman filter, the 

rejection of one filter state estimate over another is based upon the probability of the 

occurrence of a particular estimate. The applicability of a Kalman filtering algorithm is 

particularly useful when both the process being modelled and the unwanted parts of the 
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signal are random in character. The filter must thus give some best compromise of 

allowing the underlying process to pass and suppressing the unwanted background noise, 

without constricting the filter state so much that filter divergence takes place. 

Filter divergence exhibits itself by the gain becoming so small that new measurements 

have no effect on the output state. This is often caused by having an incorrect ratio 

between the measurement and process noise [Schwarz, 1987]. Filter divergence may also 

be a result of an oversimplified model, where an error will be caused between the actual 

system noise and the estimate given by Q. Filter divergence may be remedied by increasing 

the filter process noise artificially. This is however a dangerous procedure, since a direct 

and first order effect will be apparent in the state covariance matrix should an incorrect 

process noise be input (see equation (4.8)). 

The output covariance estimates given by the Kalman filter are obviously directly 

affected by the input weight estimates given in R and Q. Thus, wrongly estimating these 

matrices will result in false estimates of the accuracy of the filter state. It is then important 

that the input matrices are representative of a large enough actual data set to be reliable 

[Schwarz, 1987]. 

In this particular case, data analysis of the fit of epoch by epoch calculated ionospheric 

parameters were calculated, and the errors so obtained used as the input for the initial 

state error covariance pk·. Values for the measurement error R are estimated based on the 
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known performance of the receiver in question and the modelling process used to obtain 

the ionospheric delay measurements. Typical values of P-code pseudorange error are of 

the order of 2m [Parkinson, 1996]. Rewriting the simplified interfrequency pseudorange 

linear combination and omitting the hardware biases since these are now assumed known 

we have: 

ld = P2- P1 ( 4.9) 

Now applying the technique of error propagation to equation (4.9): 

( 4.10) 

a value of 2.82m is obtained as the a priori standard deviation of the ionospheric delay 

estimates (assuming zero correlation between P1 and P2). 

The process noise Q is more difficult to obtain, and a trial and error procedure was 

followed, with the criteria a best fit to the general trend of the epoch by epoch calculated 

data. Doherty et al. [I994] conducted an investigation into time rate of change of 

ionospheric delay for a data set spanning the time period from December 1993 to July 

1994, well down the solar cycle decreasing limb. Statistics of the time rate of change for 

intervals of I, 2, 5 and I 0 minutes were computed, the results showing a maximum 

variation for a I minute span of approximately 0.3m. This maximum deviation was 

observed at a high latitude station, more affected by the auroral influence. At times of high 

solar activity, a three fold increase in variation is anticipated, the induced delay not 

exceeding I metre of variation over a I minute observation period. 
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The data used in the research outlined here was collected in March of 1995, near the 

minimum of the solar cycle. Thus it may be anticipated that variations will be smaller yet, 

and therefore an approximate process noise value may be estimated. The filter update rate 

was initially set to the collection rate of the original observation data (i.e. a smoothing 

process is carried out) and therefore using a value of 1 metre per minute of delay rate of 

change, the process noise was initially set to 0.25m2 for a 30 second filter update rate. 

2.5 -.--------------------------, 

-aO (raw) 

- aO (filtered) 

0+-------~-------,_ ______ _, ________ ~-----~ 
12:00:00 18:00:00 0:00:00 6:00:00 12:00:00 18:00:00 

epoch (local time) 

Figure 4.4 Constant coefficient of surface fit for day 298 of 1995 at station Albert 
Head. The variation of the aO coefficient on application of the Kalman filter is clearly 
seen. 

Figure 4.4 clearly shows the impact of the filtering process on the estimated constant 

ionospheric surface coefficient. The filtered ao coefficient follows its raw counterpart's 
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general trend, much of the high frequency noise having been removed without any 

noticeable filter lag. Similar outcomes for the latitude and longitude coefficients are well 

illustrated in figures 4.5 and 4.6 below. 
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Figure 4.5 Raw and filtered latitude dependent coefficient of ionospheric delay 
surface for day 298 of 1995 at station Albert Head. 
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Figure 4.6 Raw and filtered longitude dependent coefficient of ionospheric delay 
surface fit for day 295 of 1995 at station Albert Head. 

4.5 Application of the Ionospheric Model 

Having produced an ionospheric delay model which describes local spatial and 

temporal variations, it is now required to correct the GPS carrier phase observations such 

that the estimated ionospheric delay is removed. Corrections are computed and applied at 

both reference and remote stations according to the position and time of observation of 

each IPP following equation (4.4). 

With reference to equation (4.4), the correction applied to a particular satellite 

observed at both reference and rover stations is a function of two variables. At a particular 
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epoch, the correction computed is controlled by the latitude and longitude of each IPP. As 

the station separation increases so the positions intercepted on the ionospheric shell from 

reference and rover diverge as illustrated in the highly stylised Figure 4.7. 

reference rover position 1 

.:-·,elrov2 . ' . . . . 
rover position 2 

satellite 

ionospheric shell 

Figure 4.7 Change in IPP location and elevation angle with baseline length. As the 
rover moves to position 2 so the distance between IPPs and the difference in observed 
elevation angles at reference and rover increases. 

The line of sight delay calculated for each satellite-receiver combination is calculated 

from its equivalent vertical delay by applying the inverse of the mapping function used in 

the surface estimation procedure (equation (3.19)). The elevation angle calculated is also a 

function of receiver position and hence will be a second controlling factor in the 

calculation of ionospheric delay estimates (see Figure 4.7). 

4.5.1 ROVER 

In a real world environment it is anticipated that the corrections calculated from the 

geometry free linear combination of the L 1 and L2 codes at the base station would be 
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transmitted to the roving station and applied. The approach taken in this initial 

investigation was to simulate the real time application of ionospheric corrections by 

modifying the carrier phase data with the ionospheric delays given from the epoch by 

epoch ionospheric delay surface estimation. 

The surface described by the coefficients output by TECEST are in units of metres of 

ionospheric delay on Ll. On multiplying by suitable factors, the delay induced on Ll and 

L2 may be obtained in units of cycles. Considering also that the value produced from the 

surface estimation refers to a vertical delay, it is then necessary to map the delay to the line 

of sight to each satellite as outlined in the previous section. 

The input required for this mapping function is the zenith angle, as shown in Figure 

3.10. Thus, in order calculate the line of sight delays, it was required to compute an 

approximate position of the rover receiver since the zenith angle is a function of satellite 

elevation angle measured at the receiver. This was done in a simplistic fashion by solving 

for the position via a system of pseudorange observation equations as described in e.g. 

Kleusberg and Teunissen [1996]. The data used in the initial development of this software 

contained P-code pseudoranges and these were therefore used to calculate position. 

Figure 4.8 gives a concise outline of the procedure followed to apply the "transmitted" 

corrections to the L 1 and L2 carrier phase data. 
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Last 
observation? 

Yes 

I EndROVER I 

Figure 4.8 Flow diagram showing the procedure followed to calculate and apply 
ionospheric corrections at the rover receiver. 

The first stage is to compute the required input for the calculation of the vertical 

ionospheric delay at each IPP. This involves calculation of ECEF coordinates for the 
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satellites in view and consequently the latitude and longitude of each intersection with the 

ionospheric shell. This information is then used along with the three coefficients to 

compute a vertical ionospheric delay value at each IPP. Then by mapping these values to 

line of sight estimates and converting to a delay in units of cycles on Ll and L2, the 

corrections may be applied. 

A latency check is carried out to ensure that the corrections used for a particular epoch 

are referenced to the same time tag at both reference and rover receiver. 

4.5.2 Reference Receiver Corrections in TECEST 

A similar procedure is followed for the base station, controlled by the TECEST 

software outlined in the previous section. The correction process here is slightly simpler 

however since the satellite orbital positions and related IPP latitude and longitude are 

already available from the ionospheric delay estimation procedure. 

Applying the corrections calculated from the surface fit provides continuity between the 

corrections applied at base and rover, an important point in any DGPS system. 

4.6 Ambiguity Resolution 

As previously intimated, the validation of the corrections produced by TECEST and 

applied by ROVER was carried out by attempting the resolution of ambiguities both 
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before and after these corrections have been applied. Many texts and papers [e.g. Abidin, 

1993; Teunissen, 1996] exist on the theory of OTF ambiguity resolution and consequently 

it does not seem necessary to provide an exhaustive treatment of the subject. Nonetheless 

it will be instructive to provide a brief introduction to the subject. 

Looking at the carrier phase observation equations provided below, an additional 

unknown is present when compared to the equivalent pseudorange formulae [equations 

3.16 and 3 .17]. Since creation of the carrier phase observable involves the measurement of 

only the fractional phase of the passing signal, the integer number of wavelengths between 

the receiver and satellite antennae at the initial epoch is unknown. This is the integer 

ambiguity Nin equation (4.11) and Figure 4.9. 

( 4.11 ) 

The linear combination CfJ~1 is the double differenced phase observable introduced 

earlier. 

Therefore in order to take advantage of the inherently lower noise carrier phase 

measurement it is necessary to solve for this new unknown. In a kinematic observation 

environment, one must often be able to solve for this ambiguity "on-the-fly". 
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N 

Figure 4.9 The ambiguity resolution problem. 

The initial intention had been to use the Ashtech post-processing package PRISM for 

this task, in particular the PNA V OTF ambiguity resolution module. This had 

unfortunately to be abandoned since it was discovered that PNA V will not allow the user 

to input anything other than original Ashtech data. Despite the use of the RINEX to 

Ashtech format file conversion routine contained in PRISM it was found impossible to use 

the corrected data from TECEST and ROVER. 

An alternative solution proposed was to use the Kinematic And Rapid Static (KARS) 

ambiguity resolution package available from the University NAVstar COnsortium 

(UNA VCO). KARS uses the ambiguity function method to resolve ambiguities from an 

input of generic RINEX format data [Mader, 1992, 1995]. The ambiguity function method 

has the advantage that the function value is unaffected by cycle slips over the summation 

period. 
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This ambiguity function may be written [Mader, 1992]: 

K J 2 ( [ k'L k'L ]) A(x,y,z)= L L .I,cos 27t <l>o"bs(x0 ,y0 ,Z0 )-<I>%azc(x,y,z) 
k=lj=lL=l 

( 4.12) 

where <j> ~t is the double differenced phase in units of cycles measured at the rover 

antenna whose correct position is (x0 , Yo, z0 ). Superscript L refers to the observed 

frequency, j to the satellite and k to the epoch of observation. <I> ~~c refers to the 

calculated double differenced phase at a trial position (x,y,z). The difference between the 

observed and calculated phase observation is the a priori phase residual ignoring the 

integer biases. These may be safely omitted since they will cause an integer number of 

rotations to the ambiguity function leaving its value unchanged. The maximum value of 

the normalised ambiguity function is 1, obtained by dividing equation ( 4.12) by the sum of 

the frequency, satellite and epoch indices. This maximum occurs when (x, y, z) = 

( x 0 , y 0 , z0 ) and at all other points at which the difference in calculated distance between 

this satellite and the reference satellite changes by an integer number of wavelengths. By 

observing at different frequencies, epochs and satellites, a surface of maxima and minima 

is built up, interfering constructively at the most likely position. 

The volume within which integer set candidates are searched is also set by the user, 

reflecting the confidence in the initial position of the centre of this search space. In this 

case, the centre of the initial search space was set using the same position produced in 

ROVER for the use in the computation of ionospheric delays [section 4.5.1]. Thus the 

search space volume was relatively large due to uncertainties in this position. 
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5 Chapter Five 

Results 

Once the software described in the previous chapter to compute and apply the 

ionospheric corrections required at both rover and reference had been implemented, 

analysis of the output of both TECEST and ROVER was carried out. Evaluation of the 

influence of these corrections was also done by examining their effect on carrier phase 

ambiguity resolution. 

5.1 Multipath 

As the GPS signal arrives at the antenna, not only the direct signal but that reflected 

from surrounding objects is received [see section 2.2]. Since a longer path is taken by the 

reflected signals, they arrive with code and carrier phase offsets. This is the phenomenon 

of multipath, which is evident as noise corrupting the observables. As the geometry 

between a stationary receiver and the satellite constellation repeats every sidereal day, so 

the multipath signature will repeat. A caveat here is that this is of course dependent on the 

local reflective environment remaining constant. This may not be the case in transient 

areas such as near parking lots or airfields [Klobuchar , 1996]. 
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The multipath effeCt on ionospheric delay measurements is evident in the results shown 

in Figure 5.1 for successive days of observation from the same site (IGS station Albert 

Head in British Columbia, Canada). There is a clear correlation between the high 

frequency components of the estimated constant coefficient ao of the surface fit pattern for 

successive days. It can therefore be assumed that this observed pattern has an influence on 

the ionospheric delay estimation process. The more obvious long period variation is a 

result of the diurnal change in ionospheric delay discussed in section 3.3.1. 
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Figure 5.1 Constant coefficient of ionospheric delay surface fit for three 
consecutive days (297- 299) in 1995. 
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Leick [1995] issues a warning regarding the modelling of ionospheric delay in the 

presence of strong multipath. The multipath effects cannot be ignored, and may be such 

that ambiguities cannot be resolved over even short baselines. Since the resolution of 

ambiguities is the main purpose of this thesis, this is an important point. 

As previously mentioned, the data used in the initial testing of the software developed 

was collected from IGS stations, the sites of which should be chosen for optimal 

avoidance of such interference factors. Thus it was assumed that multipath effects induced 

are small enough to be safely ignored in initial tests. In real world environments however, 

multipath is less controllable, especially if the base station location is dictated by other 

factors, and more implicit modelling of this error source may be required. 

The second stage of testing was carried out using data obtained from a less permanent 

base station site, the local environment of which is unknown in terms of multipath. 

Analysis of the results obtained on processing this second set of data for the effects of 

multipath was not as simple since successive days of observation data were unavailable. It 

may be presumed however that multipath is indeed a source of noise, the major effects of 

which are hopefully removed in the filtering of the surface coefficients. Looking at the 

epoch to epoch variability of the estimated surface fit coefficients and comparing between 

data sets gives an indication of the relative level of multi path induced noise. 
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5.2 Variability in Surface Fit Coefficients 

The three coefficients of the ionospheric delay surface fit are governed by various 

spatial and temporal factors which were introduced in Chapter Three. Analysis of the filter 

output was undertaken, the results being summarised below. 

5.2.1 Temporal and Spatial Changes in Estimated Ionospheric Delay 

Again looking at plots of the constant coefficient of the surface fit, here realised as a 

time series over the same three days at Albert Head, the expected long period variation 

due to diurnal changes in the ionosphere is readily evident [see Figure 5.2]. The peak 

value of maximum ionization occurs just after noon local time as predicted [ cf. section 

3.3.1]. 

0:00:00 12:00:00 0:00:00 12:00:00 0:00:00 12:00:00 0:00:00 12:00:00 0:00:00 

epoch (local time) 

Figure 5.2 Constant coefficient of ionospheric delay surface fit for three 
consecutive days (297- 299) in 1995. 
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Shorter term variations in the estimated ionospheric delay are caused by multipath, as 

discussed earlier, and small scale fluctuations in the TEC. Such TEC fluctuations will most 

often occur at night [Doherty et al., 1996]. These short term irregularities or scintillations 

are most prevalent in the equatorial and auroral regions of the ionosphere, auroral 

scintillations being both larger and longer lasting. Since the data used in these initial 

investigations was for mid-latitude stations, the effect of these scintillations is not readily 

apparent. 

Temporal changes in the a1 and a2 coefficients are more subtle, and few conclusions 

were drawn from this initial investigation. It is suggested that further work in this area 

would include an investigation into the variation of the longitude and latitude based 

coefficients with time. This point is further expanded upon in the final chapter of this 

thesis. 

Referring to the description given earlier (section 3.4) of latitudinal variation in the 

ionosphere, it may be predicted that the a1 coefficient describing latitudinal variability in 

the estimated surface will be greater than the a2 coefficient. Figure 5.3 shows a typical set 

of coefficients for day 298 of 1995 at Albert Head in which this predicted behaviour may 

be seen. The ionospheric delay values so given are then consistent with predictions in 

Figure 3.8 [Klobuchar, 1996]. 
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Figure 5.3 Surface fit coefficients for day 298 of 1995 at Albert Head, B.C. 
Canada. The aO coefficient is in units of metres, al and a2 in units of metres/radian. 

The diurnal variation of the ao coefficient has been discussed in the previous section. 

The latitude dependent a1 coefficient also has a significant diurnal variation suggesting that 

the modelled spatial change increases toward midday, the slab thickness increasing toward 

the equator more rapidly at the time of maximum ionization. The value of the a1 

coefficient is consistently positive, creating an ionospheric slab thickness at any one epoch 

which increases toward the equator. 

The a2 coefficient describing longitudinal change in slab thickness is a function of earth 

rotation. A component of the diurnal change in ionospheric delay is noticeable in the 
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estimate; the a2 coefficient being most positive at local midnight and most negative at the 

time of maximum ionization, passing through zero at local dawn and dusk. 

The corrections applied to reference and rover observations are a function of receiver 

relative position. With reference to equation (4.4), typical values of the latitude and 

longitude dependent influence are computed from the relevant coefficient multiplied by the 

difference in latitude or longitude of the IPP with respect to the reference receiver 

position. Thus if the IPP is 0.15 radians distant in latitude (a typical limiting value) then 

the latitude dependent effect will be approximately 0.3m for a1 = 2 m/rad. 

5.3 Preliminary Results 

The data used to assess the success of the ionospheric modelling technique described 

here was collected in March of 1995 as part of an investigation into the effects of ice build 

up on aeroplanes, named Frizzle '95 [Mendes et al., 1995]. A number of missions were 

flown off the coast of Newfoundland, the particular data set used here chosen since the 

plane plots a near constant course away from the reference station, providing ideal 

conditions for the analysis of the impact of the ionospheric corrections for increasing 

baseline lengths. Receivers used both on the aircraft and at the reference station were 

Ashtech Z-XIIs, providing dual frequency pseudorange and carrier phase data. 
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5.3.1 Results from Frizzle '95 data 

The strategy employed involved attempting to initialise ambiguity resolution at 

successively longer baselines, noting the differences m results from corrected and 

uncorrected data .. 

5.3.1.1 Ionospheric Delay Corrections 

The thickness of the ionospheric shell is estimated via the three coefficients described in 

the previous chapter. Figure 5.4 is a representation of the filtered surface fit coefficients 

estimated for this particular flight. Spatial variation in slab thickness is at a maximum in 

the latitude direction, a typical difference being of the order of 50cm of vertical delay for 

an IPP located 700km distant from the reference station. As intimated earlier, variability in 

longitude is not so great over the distances observed here. Ionospheric pierce points 

observed ranged to approximately 700km from that point directly overhead the base 

station. Absolute values of ionospheric delay inferred by the surface fit procedure are in 

the 1 - 2m range, consistent with predictions of ionospheric delay for this time of relatively 

low solar activity, as shown in Figure 3.8 [Kiobuchar, 1996]. 
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Figure 5.4 Filtered coefficients for reference station used in Frizzle '95 data 
collection. 

Figure 5.5 below shows clearly how the difference in estimated ionospheric delay 

between stations is a function of the station separation. As the baseline increases so the 

difference in observed elevation angle of a particular satellite and the location of the 

respective IPPs will diverge. Thus the line of sight ionospheric delay estimated by the 

process outlined in Chapter Four is shown to be approximately proportional to baseline 

length. 
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Figure 5.5 Difference in line of sight ionospheric delay estimated with all 
coefficients for observations to SV#29 from reference and rover receivers. This 
residual delay is shown to increase with baseline length. 

It is then perhaps predictable that the effect on the ambiguity resolution process will be 

negligible for short baselines, and will increase in significance as the station separation 

increases. 

5.3.1.2 Ambiguity Resolution Results 

Comparison of the results obtained on attempting ambiguity resolution for corrected 

and uncorrected data produced some interesting results. The following figures show the 

double differenced ambiguity values resolved for a number of different processing options 

for each satellite observed. Both the original and corrected data were run through the 

KARS software [see section 4.6], and a set of resolved ambiguities provided on 
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attempting initiation at one minute intervals. Thus a time series of values was produced, 

the results of which are summarised below. 

Comparing the original (uncorrected) with the corrected data shows that the 

ambiguities resolved at short (<15km) baselines are identical for both. This is consistent 

with the results predicted in the previous section where the difference in ionospheric delay 

correction applied at base and rover was shown to be proportional to baseline length. 

Thus, since this difference is small for short baselines, then on performing the double 

differencing operation in the ambiguity resolution process the correction will all but cancel 

out. If the ambiguity values resolved at such short baselines are considered correct, a 

reasonable assumption given the near ideal conditions over these distances, then obtaining 

these same integer values for each satellite at longer baselines would suggest that such 

values continue to provide a reliable solution. It was on this premise that the validity of 

solutions obtained over long distances was evaluated. 
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Figure 5.7 Resolved double differenced ambiguity values for SV#18. 
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Figure 5.8 Resolved double differenced ambiguities for SV#25. 
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Figure 5.9 Resolved double differenced ambiguity values for SV#28. 
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Figure 5.10 Resolved double differenced ambiguity values for SV#29. 
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Figure 5.11 Resolved double differenced ambiguity values for SV#31. 
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As the station separation increases, so the difference in ionospheric delay increases, and 

the effect on ambiguity resolution is noticeable. Looking at Figure 5.6 as an example, the 

ambiguity values resolved remain constant over longer baselines for the corrected data. 

The uncorrected solution becomes unstable at a baseline length of approximately 15km, 

exhibiting changes of the order of 5 cycles. This pattern is repeated in the resolved L2 

values, which are not shown here. 

Now looking at the results from the corrected data, the values resolved may be 

considered reliable to approximately 40km. 

It was also proposed to look into the effect of correcting the base and rover data with 

only the spatially constant part of the estimated delay. Thus only the ao coefficient was 

used, and the ambiguities resolved plotted in the above figures. The results show a pattern 

consistent with that of the data corrected with all coefficients for up to 35km baselines. 

Beyond this threshold, the ambiguity values obtained are less consistent, especially for 

satellites 18, 25, 28 and 31. 

Thus it may be conjectured that the spatial modelling of ionospheric delay shows an 

improvement both over the original uncorrected data, and the data corrected with a values 

computed from a spatially constant slab thickness. 
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The quality of these resolved ambiguities may be investigated by looking at the double 

differenced carrier phase residuals for corrected and uncorrected data. Figure 5.12 shows 

the r.m.s. carrier phase residual for all satellites observed for the original data and that 

corrected for ionospheric delay. It would be expected that at longer baselines this residual 

would be smaller for the corrected data since most of the differential ionospheric delay 

effect has been modelled and removed. 
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Figure 5.12 R.m.s. carrier phase residuals at time of ambiguity resolution plotted 
against baseline length. 

The general trend apparent from Figure 5.12 is an increase in the carrier phase residual 

with baseline length. A comparison of the results for uncorrected data shows that for 

longer baselines, the residuals do indeed appear smaller for the corrected data. Residuals 

calculated for short baseline ambiguity resolution show similar results for both corrected 
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and uncorrected data since the difference in estimated ionospheric delay is extremely small 

at these distances. There is however an unexplained anomaly at medium (25 - 55km) 

distances where residuals for the corrected data are significantly larger than those for the 

uncorrected observations. 
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6 Chapter Six 

Conclusions and Recommendations 

This chapter provides a summary of the work carried out in the course of this thesis, 

along with a number of concluding remarks and suggestions for the furtherance of the 

ideas proposed. 

6.1 Summary 

Modelling of the local ionosphere around a fixed reference station has been attempted, 

producing a set of coefficients which describe a polynomial in latitude and longitude 

differences from the base. Latitude and longitude values here refer to those of the points at 

which the satellite signal intercepts the thin shell model of the ionosphere at the assumed 

height of maximum ionization. Computing the ionospheric delay values from this 

estimated slab model for each satellite observed at the base and rover receiver, and 

applying these values to the observations then significantly reduces the effect of the 

differential ionosphere. This is an important limiting factor for the resolution of carrier 

phase integer ambiguity values over long baselines ( > 15km) since spatial decorrelation of 

such delays means that the double differencing operation will leave significant residual 

error. 
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Evaluation of the influence of this ionospheric delay modelling approach was 

undertaken by comparison of the results of attempts to initialise integer ambiguities over 

successively longer baselines. Beginning the ambiguity resolution process at 1 minute 

intervals as the aircraft containing the rover receiver travelled away from the reference 

station provided an ideal measure of the success or failure. 

6.2 Conclusions 

It appears that the ionospheric delay surface model has had a significant effect on the 

apparent range of ambiguity resolution. Baselines of greater than 35km were resolved 

within a few epochs once the ionospheric corrections were applied to remove much of the 

differential ionospheric effect. This compares with an apparent limit of less than 20km for 

the reliable initialisation of integer ambiguities using the same ambiguity resolution 

algorithm on uncorrected data. 

Using a model of the ionospheric shell in which the slab thickness was held spatially 

constant made for a more reliable solution at longer baselines. The most consistent results 

were however obtained on modelling this spatial ionospheric delay variation. Using the 

delay values computed from the three coefficient estimated ionospheric delay surface 

allowed consistent resolution of ambiguities to baselines of the order of 40km. 
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Thus it may be suggested that the procedure described in this thesis has promise as an 

approach for the reduction of the differential ionospheric effect. It should be mentioned 

however that the work undertaken here describes only preliminary research, and a number 

of improvements should be made before a more general application is attempted. 

6.3 Recommendations for Future Related Research 

It was stated earlier that the work undertaken here was to serve as an initial 

investigation into the worth of this ionospheric surface estimation approach. Thus it is 

perhaps predictable that some additional work has been identified. A number of such 

suggestions are outlined below: 

• A more rigorous approach to the calculation of the noise inputs to the Kalman filter 

should be attempted. This would allow a more generalised algorithm. The current 

approach produced a rather ad hoc set of process and measurement noise values by 

changing the inputs until a suitable output was obtained. External input sources 

such as an indication of the prevalent solar and geomagnetic activity indices could 

be used as a source of possible process noise values. 

• The filter update rate is currently set as identical to the measurement rate. Thus a 

smoothing of the ionospheric surface estimates is carried out. Analysis of the 

temporal stability of the estimated coefficients would allow the filter update rate to 

97 



be increased. This would allow a reduction in the data required to be transmitted to 

the rover station in a real world situation. 

• The position of the rover receiver to be used for the definition of the centre of the 

search space in the ambiguity resolution process may be better calculated from a 

current or predicted carrier phase based position solution. 

• Further investigations into the spatial and temporal variations of the ionospheric 

coefficients would provide greater insight into the local ionospheric make-up. 

Considering the longitude dependent coefficient of the surface fit, it is suggested 

that the following pattern may be observable. At local dawn, the ionosphere in the 

direction of increasing time (and therefore decreasing longitude) would be expected 

to show greater ionization, with a tail off in the direction of increasing longitude. 

The opposite may be observable at local dusk, and a "tent shape" noticeable at local 

noon. 

• Reduction of the effects of multipath could be reduced on spectral analysis of a 

number of days of data from the same site, allowing the frequency domain signature 

of this inherently localised multipath model to be built into the filtering of the 

coefficients. 
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