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l. INTRODUCTION 

1.1 Statement of the Problem 

Neh10rk densification has, until recently, been the only way 

of making the positions of surveyed points both technically and econom­

ically accessible to the users. It is a prerequisite for establish­

ing an integrated survey system [Brown, 1976; Blachut et al., 1979]. 

The requirements imposed on points of the integrated survey system 

by the \.Jide range of users include various position information 

and point locations, monumentation and spacing. Accuracy requirements 

include the stringent 5 em and 1 em (with 400 m spacing or less) 

for 1:500 large scale mapping and relocation surveys in urban areas, 

respectively, and the much lower 5-10 m requirement for medium scale 

mapping at 1:50000 scale [Lebedev, 1974; Blachut et al., 1979]. 

Network densification provide~ these requirements in several stages. 

The major concern is that at each stage in the heirarchy, the densi fi­

cation network can be improperly defined within the existing net\-.rork. 

The prime purpose of this research is therefore to study the various 

techniques of adjusting 20 densi fication net\oJorks rigorously in the 

coordinate system of the existing network. However, since ~everal 

techniques exist which lead to rigorous solutions this research will 

examine the techniques and the rigour of the solution in-context 

of practicality and economy. The work reported here shall embrace three 

l 
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ma1n areas: (a) Analysis of rigorous densification schemes including 

post-adjustment correction considerations, (b) statistical testing 

of densification net1vorks as solitary networks and in conjunction liith 

the existing networks and (c) possibility of strain analysis applica-

tions to quality control of densification networks. 

1.2 Rigorous Densification in Perspective 

Densi fication in surveying and geodesy is the addition to 

the quantity of network points and hence to their density pe~ unit 

area by designing, observing and adjusting a densification network, 

s2 _ { x., x } in the coordinate system of the existing network 
J n 

s1 _ {x ,x.}. TI1e result of densification is a densified network 
e J 

S = {x ,x.,x} consisting of the existing non-junction points xe' 
e J n 

the junction points x. and the new points x . In the sequel the 
J n 

subscripts e, j and n shall be used to refer to the ~xisting non-

junction, the l_unction and the ~e1v points, respectively. 

The positioffiof the points are estimated from the obser-

vat ion vectors £1 and e1 procurred in the net1vorks s 1 and s2 using 

the method of least-squares. A subnetwork of junction points 

s3 = {xj} can be estimated from both the ll and ~ 2 observations. It 

establishes a link between s 1 and 57 lvhich h'Ould othen,·ise be dis-

jointed, 1. e., 

s3 = slns:? l.l 

An example of the geometrical connectivity h•ithin the densified 

network is shown in Figure 1.1. 

A number of 1vays exists th·rc1ugh 1vhich the positions of thi~ 



{j Existing points (non-junction) 

O Junction points 

Q Ne1" points 

Figure 1.1: A Densified Horizontal Geodetic Network. 



dcnsi fied ncth'Ork can be modelled and estimated to. provide a minimum 

norm least-squares solution IBomford, 1971; ~1ikhail, 1976; Vanicek 

and Krakiwsky, 1982]. Rigorous densification examines one of the ways. 

The :ldj ecti ve rigorous is defined in r-unk and 1\'agnalls Ne1v Standard 

Dictionary of the EngJ ish Language [Funk and ll'agnalls, 1963] as 

"logically accurate; exact; strict". A clensification shall be 

regarded rigorous if the positions of the points in 5 2 are as accur-

ately determined from an~· conceivable mathematical models as they 

arc when s 1 and s2 are adjusted together using minimal constraints 

1vhile incorporating all a priori position information available. 

The densification shall be kno1vn as non-rigorous if the position and 

error estimates of the points of S., othen·ise adjusted are different 

from their estimates obtained from a combined adjustment of s1 

Depending on the mathematical models, rigorous solutions 

(xj ,c~.) and 
• _l 

alone [Papo, 

(~1 ,c;) can be obtained from 5 2 using the 12 observations 
n 

1973; Blaha, 1974; ~1ikhail, 1976]. The logic and 

exactness in this case, should be sought in the mathematical, 

statistical and geometrical formulations that lead to: 

a) the propagation of the effect of the existing network into the 

densification net~ork, 

b) minimization of the effect of the random errors of the observables 

on the estimated positions, and 

c) an assessment of the densification results, and testing of their 

statistical significance. 

Although the approach focusses on S:>, it is a reversible one. 
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~lathematically speaking s1 can be treated as a dcnsi fication of 52. 

The positions x. anJ x can he estimated l>ithin the coordinate system 
J c 

of 5 2 . Practically, such a process is necessary if the existing 

points xc arc to be updated after the rigorous densi !:ication. 

The general functional relationship beth'cen the obscrvables, 

1vith weight matrices P 1 and P2 , and the point positions lvhen the 

combined adjustment of sl anJ s') is contemplated is: 

F(x ,x. ,x , ~~ J,) = 0 
e J n '" l'l,P2 1.2 

The same relationship is established "·hen merging s 1::: {x ,x.} 
e J 

loJith s~ C: {x. ,x } or extending sl ::: {x ,x.} to s ::: {x ,x. ,x } . 
' Jn ' eJ eJn 

Similar to the mathematical formulation (1.2), network extension and 

merger do not include the point density requirement. !Jensification, 

extension and merger of networks are mathematically equivalent 

operations (Vanicek and Kraki1vsky, 1982]. Therefore, the rigour 

in merging or extending two networks must also be defined within 

the context of a simultaneous adjustment of s 1 and s2 . 

1.3 Selecting the Approach to Rigorous Densification 

1.~.1 Direct anJ indirect :1pproaches 

The selection of the combined (simultaneous) adjustment 

as the logical technique against h·hich the rigour of the densi fication 

solution is to be judged is supported by basic principles of least-

squares adjustment of overdetermined systems. 1\;c seek to estimate 

the positions x. anJ x b:· minimi:ing the quadratic sum of the 
J 11 

residuals 'i 11 a sclcctec.l, for the aclj ustment, coordinate system using 

all av::ti lable observations. Even in the absence of systematic 



the solution (x. ,c·. ) from the independent netlvorks 5 1 and 
I X. . J 

errors, 

s 2 1vill be different in each case and different from that obta.i.ned 

from the combined adjustment [~likhail, 1976; llaymov, 1~180]. This is 

due to difference in redundancy [Hamilton, 19641 and geometry of the 

j tmction subnetwork in 5 1 and 5 7 • 

The independent adjustment of the densificat:i.on net~>'ork, 

5 2 , can be improved to incorporate the effect of the Q" 1 observations 

on the junction points and subsequent propagation into the neh points 

by introducing an auxi1liary mathematical' model to be used together 

~Vith the main mathematical model. The analytical expressions for the 

least-squares solution of densification net1•orks using the weighted 

position constraint adjustment or the Px-adjustment ~Vere first derived 

by Papo [1973). The expressions lead to the same solution for the 

junction and new points as 1-'0uld the combined adjustment. Empirical 

re~ults from comparing the ti-'O approaches given in Nickerson and 

Knight [1983) show that the equivalence of the t~-'O methods depends 

on the Px-matrix. The 1veight matrix, Px, must be the inverse of the 

covariance matrix of the junction points obtained by adjusting s 1 

independently. 

Rigorous densi fication can also be achieved indirectly, 

by correcting a non-rigorous dcnsification solution. The method 

requires the computation of a correction 176' that can be added to the 

non-rigorous estimate x' to give the rigorous solution x. Choosing 

bet~>reen this approach and the direct HICthods, i.e., combined :llld 

1veighted position constraints adjustments, h'ill depend on t1>o bctors. 

First, the a priori vectors and matrices necessary to rn:•~.c the method 

feasible must have been preserved (see Table l.l). These include 
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Table l.l Vectors and ~latrices Involved 111 Various Rigorous 

Dcnsification Schemes. 

A - r-linirnal Constraint Adjustment 

B - Over-Constrained Adjustment 

-----------------------------------------------------------------1 
I I I 

I 

;t\cqui red 
I 

I 

•Vectors and 
I 
I 

I 

~Ia trices 

Hethod of Densification 
---------------------------------------------------1 

I 

Combined Px Correction to 
1-------------------- _, 
I I 

Adjustment Adjustment , A , B , 
I_- - - ------ --_I_- - ----- - ------ -'--- -- -- ------ -- -1--------- -1--- - -- ---- -
I I I I 

., 
•. 

-., X 

p 
l X 

p 
2 X X X X 

' l 
X. 

J 
-1 

X 

;Px Cl 
X. X X 

J 
x.' 

Cx' 

1\Px 

x(o) 
J 

x(o) 
n 

X 

\ X 

X 

X 

I 

I 

\ 

------------~---------------j _______________ j _________ j _________ J 
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the solution ~~ of the junction points obtained from the adjustment 

of s 1 , its covariance matrix CAl= Px- 1 , the difference liPx in 
:<. 

J 
\\'eight matrices used in rigorous Px and non-rigorous Px' adjustments, 

the non-rigorous solution x' and the covariance matrix, c-·. 
X 

Second, 

the method must prove economical over the alternatives. 

1.3.~ The economics of 2D densification 

The cost of aJj us ting a net1,ork is the sum of resource 

investment in digitizing the observations whenever necessary and the 

cost of running the software on the computer when it is available. 

Additional costs of software development and even development of 

mathematical models must be considered in some instances. The cost 

of digitization and running the software is determined by the 

dimensions of both observation and parameter vectors. Selection of an 

appropriate densification scheme on the basis of cost criterion is 

heavily biased against the combined adjustment of sl and s2. 

The choice between the Px-adjustment and the correction of 

non-rigorous densification solutions depends largely on whether or 

not a non-rigorous densification has been completed, and whether 

or not the non-rigorous solution (x' ,C~') has been preserved. Under 

these circumstances, a comparison of the least- squares expressions 

is made to determine the total number of operations and storage 

requirements necessary to achieve a solution. In the absence of a 

non-rigorous solution and 1\'Lth the availability of the solution 

( ~~ ,C-l), the ~>'ei~hted J>osiLion constraint adiustment method is the J X. ~ • 
J 

most economical one. For example, in an adjustment of 1.3 million 



observations and 40,887 stations of the 'Land Registration and Inform-

ation Service (!JUS) ~1aritime neti\Ork h•ith ?JJ7 h'eighted constraint 

stations [Ni~kerson, 1981], only S% of the SSOO Canadian primary 

net1vork points UkLellan, 1978) \\'ere used. This reduced the dimensions 

of the normal equations matrix by 12.64% h'ith significant computer-

time savings. 

The drah'backs of the l'x-adjustment compared 1vith the combined 

(simultaneous) adjustment li.e in the necessity to have the solution 

(x 1 ,C~ ) and s1 stored in a retr.i.evJ.ble form, in order that the 
xl 

complete Px-matrix can be extracted. This factor cannot be over-

emphasized. There cannot be a substitute for the rigorous Px-matrix. 

:\ net1vork adjustment h'i th a diagon;d l'x-matrix carried out by Thomson 

[1976) showed that the adjustment results 1vhen the covariances are 

neglected are statistically compatible 1vith adjustment results 

without weighted position constraints. It is therefore imperative 

inverse c" 11 
x. 

that the Px-matrix be the fully populated The cost of 
J 

storage must be considered to be part and parcel of the cost of the 

l'x-adjustment. 

1. '' Effect of Inconsistent OhscrLttions in 2D \Jet1vorks 

1.4.1 Random errors 

Geodetic observations ;arc always inconsistent with the 

mathematical model. The inconsistency~\~. has traditionally heen 

decomposed into random and sy·st~'matic components, 69.r and 6t5 ·, res-

pectivcly, anJ studied indcpen~kntly of each other [!'loritz, 1980; 

Vanicck and l\raki1~sk:', l~lS2). The effect of inconsistencies in 
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observations on the estimated positions c:1n be minimized by minimizing 

both components. 

The effect of random error propagation can be considerably 

reduced by improving the statistical strength of the neth·ork at the 

design stage. The classical approach of using controlling baselines 

and Laplace a:::imuths have always been measures of improving the 

statistical strength of the neth'ork. Other post-adjustment techniques 

J.rc given in Dare [1982] and \~elsch [1982]. The use of Doppler points 

in terrestrial net\\'Orks is credited h'ith improving reliability 

[Thomson, 1976] and improving accuracy by up to.) times the original 

accuracy [Pinch, 1974; t-loose and llenrikscn, 1976; Salih, 1984]. 

llopplcr points strengthen the net1•ork both statistically and geomet­

rically [Burford, 1980]. 

The effect of random errors on the estimated positions x 

is fully described by the covariance matrix, C~. The covariance 

matrix of estimated positions, however, is meaningful only in the 

absence of systematic errors. It is for this reason that the assess­

ment of adjustment results can only be made objective when the effect 

of systematic errors on the results is negligible. 

1.4.2 Systematic errors 

Systematic errors in terrestrial neth'Orks can he classified 

as observation errors and projection errors. Observation systematic 

errors include: errors in horizontal angles due to lateral refraction. 

In first order net~-•orks this is in the order of 2 arc second:; 

[Bamford, 197lj. Systematic error in electro-magnetic distance 
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measurements (EDM), due to inadequate modelling of meteorological 

data (pressure, humidity, temperature), account for 4 ppm of the 

derived distance [Deumlich, 1967; Jones, 1974; Lebedev, 1974; 

Laurila, 1976). Timing errors in astronomical observations are in 

the order of 1.5 arc seconds [Kuznetsov, 1966; Merry, 1975; Mueller, 

1977). Errors in star positions in the star catalogue are estimated 

at 0.4 arc seconds [Ibid.]. All of the above are in addition to the 

random errors after the observations have been screened by various 

techniques such as trend analysis [Blais, 1976; Vanicek and 

Krakiwsky, 1982]. Furthermore, the analysis of systematic errors, 

which were not modelled before network adjustment, can be done within 

the adjustment procedure [Zimovnov, 1960; Sunter, 1967; Markuze, 

1974). Claim on total modelling and removal of systematic errors 

from the observations has not been made in geodetic literature. It 

no doubt remains the single most important problem in improving the 

accuracy of positions in geodetic networks. Systematic errors in 

observations often affect all similar ohservables in the same way. 

Such errors are difficult to unveil and are a major cause of distor­

tions in estimated positions in networks. 

Projection errors affect all networks co:r.puted on a refer­

ence ellipsoid. Projecting observations onto the ellipsoid requires 

a knowledge of the orthometric height H, the geoidal height N and 

the astrogeodetic deflections of the vertical ~ and n0 at each 

point of the network [Clark, 1961; Zakatov, 1974; Thomson, 1976; 

Vanicek and Krakiwsky, 1982]. These quantities are normally not 

avai 1able for every point and can only be estimated. The surface 
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fitting technique [1-!erry and Vanicek, 197:)] used to compute :-.J at 

points not observed gives an error of up to 2m [1-!erry, 19751. 

A Doppler derived geoid or a combination of gravity data with either 

Gnno or cr:mnB [Lachapelle, 1978] gives relative accuracy in Canada 

for:-.! at better than 1.0 m. This generally depends on hoh" reliable 

the gravity data are. Network distortions due to uncertainties 

in geoidal heights in, for example, the Labrador chain of the Canadian 

primary net1wrk are estimated by Thomson et al. [197,1). There, 

rigorous reduction of the single available distance in the neth•ork 

is reported to change the seale of the neth•ork by -1. 7 ppm. Rigorous 

reduction of the directions to the ellipsoid changed both the scale 

and rotation by -1.2 ppm and -0.065 arc seconds, respective!~·. 

The adjustment of networks by adjusting the observations 

1n a height-controlled spatial system of coordinates, usually in a 

local astronomical system, without reducing them to the ellipsoid 

[Vincenty and B0111ring, 1978], bypasses the procedure that is account­

able for the projection errors. The direction of gravity must be 

known, however, at every point of the network in the form of astron­

omical coordinates. The accuracy of this technique therefore rests 

h"ith the accuracy h'ith 1vhich astronomical positions (observed or 

interpolated) arc determined. Canadian primary ncti>'Orks in the l0R:) 

adjustment of the North American Geodetic Net1vorks (N!\DS:)) h·i ll be 

partly adjusted in a height, controlled spatial system [Steeves, 

Systematic errors in neth'orks established by sat.elli tc 

techniqt1es (Doppler and NAVST.'\1~/CI'S) have a di ffcrcnt character from 

those already described. The errors can be classified into three 
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groups: satellite errors, propagation errors and receiver errors 

[llittel and Kouba, 1971; Wells ct al., 1981]. Satellite errors are 

errors due to the ephemerides and satellite clock. Propagation errors 

are errors due to unmodelled ionospheric and tropospheric refraction. 

Receiver errors include measurement noise, truncation and computation 

errors. 

1.4.3 Error analysis 

Rigorous densification does not imply, in any way, that 

the rigorous solution i~·ill be free of the effects of random and 

systematic errors. The two sets of position estimates of the points 

of the junction subneth'Ork 5_ offer a tool for further investigation 
.) 

of these errors. Thomson [1976], Beattie et al. [1978], Cooper and 

Leahy [1978] and ~!cLellan [1978] have investigated terrestrial 

net1wrks using more accurate Doppler Net1•orks and were able to 

separate the misfit in the positions into t1vo main components: 

errors in the terrestrial observables and errors due to difference 

in adjustment schemes. Thomson found, for example, that some of the 

observations in the terrestrial network 1vere statistically incom-

patible l>'ith the rigorous h'cighted position constraint adjustment 

results of the same neth'ork. Six observations were flagged for 

rejection 1vhen the terrestrial and Doppler neti\Orks 1,•ere combined. 

In the light of these investigations the junction subnet1•ork in 

rigorous densi fi.cation offers the rare opportunity to compare the 

'olJ' and 'neh·' obsenrations, £ 1 and l'. 2 , every time a densification 

is made. In so doing, the correlation bet1~ccn the e·\tsting and the 
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dcnsification network must be established. The covanance matrix 

of the position differences must be derived unambiguously and a 

testing procedure must be established to check whether or not the 

existing and densification net1vork; are statistically compatible. 

1.4.4 Strain analysis 

A novel approach to study distortions in geodetic net-

works is the strain analysis technique described in Vanicek et al. 

[1981] and Dare and Vanicek [1982). The technique can be used to 

investigate causes of a non-zero displacement vector. In the absence 

of physical motion of the monuments, the displacement vector of the 

junction subnet1vork point positions is caused by inconsistency between 

the observations ~l and t 2 . The inconsistency is related linearly 

to the strain vector. Transforming this inconsistency into strain 

gives a unique view of the kind of distortion experienced by each 

point - in rotation, extension or compression and shear. On the 

other hand, given the strain parameters, it is possible to formulate 

an inverse strain analysis problem to study the possibility of 

recovering the inconsistency responsible for a particular strain. 

An ambiguity to be resolved is whether the inconsistency is to be 

connected with t 1 or 12 observations. The strain analysis technique 

can be applied in conjunction 1\'ith statistical methods. The hierarchy 

of the techniques should be as follows: statistical testing based 

on residuals in both adjustments, compatibility testing to show 

whether or not the net1vorks are statistically compatible, and strain 

analysis to give an insight into the causes of the incompatibility 



if it exists. Thus, strain analysis ts only required ~~hen the t~>'O 

sets of poi.nts of the junction point vectors or subvectors thereof 

are statistically incompatible at a desired confidence level. 

l.S Transit, GPS, Inertial and Photogrammetric Densification 

of 2D Net1vorks 

Horizontal networks for mapping, engineering, land and 

resource management surveys have traditionally been establishcLI using 

the methods of triangulation, trilateration and traversing. Under­

lying these methods is the principle of working from the lvho le to the 

part [Clark, 1961], i.e., a sparse network is densified by a less 

accurate network until the required density of points is attained. 

This concept of positioning through densification using classical 

methods is tantamount to a step-wise increase in the density of 

points accompanied by loss in positioning accuracy at each step. 

All classical methods require visibility between adjacent network 

points during the observation campaign. Intervisibility limits 

the station separation usually to less than 50 km, determines to 

some extent the network geometry and increases the time and cost of 

the campaign [Langley et al., 1982; Vanicek et al., 1983]. 

The modern positioning techniques of Doppler, GI'S, inertial 

and photogrammetric surveys are not limited by intervisibility. 

·ntey offer the possibility of establishing a dense network of points 

in one or t1vo steps. Their accuracy capabilities (see Figure 1.2) 

are much higher than is possible h'ith the classical techniques. 

These techniques are therefore more cost cffecti ve than the classical 
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methods [Brmm, 1976; O'Brien, 1~17~1; Langley et al., 1982]. 11ensifi­

cation with techniques yielding higher positioning accuracy than the 

existing network is now a reality. 

The transit system is capable of providing a net1vork of 

uniform accuracy points (1vith approximately 100 km spacing) in 30 

[D!R, 1978; \\'ells, 1980]. Such a net1vork can be established using 

multistation multipass data and the precise ephemerides with 30 em 

position repeatability (lvells, 1980]. The CPS system has the capa­

bility of providing a network of points at 10 kilometre spacing with 

accuracy of 1-3 ppm of baseline length [Counselman and Steinbrecher, 

198~; Beutler et al., 1984; Bock et al., 1984]. The system has a 

potential of better than 1 ppm in accuracy of baseline length 

[Goad and Remondi, 1984]. Both the Doppler and GPS 20 networks 

defined by projecting the 30 coordinates onto a selected geocentric 

reference ellipsoid provide a horizontal framework for other survey 

systems, classical or modern [Vanicek and Krakiwsky, 1982]. 

Inertial Survey Systems (ISS) have a 1vider range of applic­

ation compared to classical techniques but are generally less accur-

ate (see figure 1.2). Inertial positioning is versatile for rapid 

densi fication of surveys over large areas as sh01m by Doxey, .Jr. 

[1977] and Mueller [1981]. Dcnsification using the inertial survey 

system requires that an existing network be of 80-100 km spacing or less 

[Schwarz and Gauthier, 1981]. This technique has proved to be t~>·icc 

as productive as FDf.l traversing in areas of normal terrain [O'Brien, 

1979]. The dependency of the inertial positioning technique on the 

existing net1<ork must also be vich·cd in 1 i.ght of the rigorous dcnsi­

fication described earlier. As was stated in section 1.2, the 
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covariance matrix of existing points must be used rigorously. One 

way to improve the ISS system may be to incorporate the Px-matrix 

in the onboard computer software. 

Positioning by aerial triangulation gives the same advantages 

of the ISS in areal coverage and productivity but with higher density 

at comparable accuracies. The state-of-the-art method of adjustment 

is the bundle adjustment with self-calibration described by Brown 

[1976] as follows: 

"The adjustment involves the simultaneous, 
least-squares triangulation of all bundles 
of rays from all exposure stations to all 
measured ground points in a process which 
also (a) recovers the elements of orient­
ation of all participating exposures, (b) 
adjusts the control survey (in accordance 
with its postulated accurac~, and 
(c) estimates coefficients of error models 
that describe the residual systematic errors 
affecting the plate coordinates." 

111e bundle adjustment with self-calibration to obtain 

photogrammetrically determined ground coordinates is a rigorous one 

according to the definition in section 1.2. However, the method used 

to transform photo-coordinates into geodetic coordinates is not. 

Consequently, transformation using a least-squares fit as used 1n 

aerial triangulation [Ackermann, 1981; Forstner, 198la, l98lb] does 

not yield the same results as, for example, the Px-adjustment. This 

comparison is also made in section 4.3.5. The accuracy achievable 

in photogrammetric densification depends largely on the accuracy of 

the existing control. Densification of~ GPS network by aerial 

triangulation can therefore provide advantages in accuracy and 

productivity which is unprecedented by any otlter two-step densifi-

cation procedure. 
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I. 6 ?.E_ccial Requirements and hgorous Densi fication 

Rigorous densi fication as defined earlier 1vill yield 

rigorous results h•hich may not agree with what some groups of users 

1,•ould like to obtain. The possibility of changes in junction point 

positions, their covariance matrices (or both) is indeed very likely 

in rigorous densification. Engineering concerns, for example, focus 

on obtaining as hi~1 relative accuracy between points as a special 

purpose net~>•ork can give. Cadastral surveyors are concerned 1vhen 

significant changes in the land data files are contemplated. 

Rigorous and non-rigorous dcnsification have one common 

dra1vback for engineering and cadastral surveys - dual position inform­

ation on the junction points. Dual positions defeat the basics of 

precise and reliable location and identification of property boundar­

ies and in some cases the discrepancy may not meet cadastral standards 

for parcel identification. Dual positions can necessitate constant 

updating of land information data 1vhich is not only an expensive 

w1dertaking but also prone to confuse the user. It is a desirable 

condition that the geodetic frameHork and hence coordinates on 

hhich a cadastre is based remain unchanged and of adequate accuracy 

and precision to permit system operation at the parcel level. The 

same is rcqui reel for base maps compiled over an epoch of time 

[Chatterton and ~lcLaugh lin, 1975; National Research Council, US, 

1983]. 

fn Engineering net1vorks, lvhen the main concern is on 

the internal consistency, special purpose networks are established. 

Th'i:; is particularly true in deformation surveys [Chen, 1982], in 
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construction surveys [Lugoe, 1978; Teskey, El79) and in municipal 

and uti 1 i ty surveys [Blachut et al., 1980]. \\1len it becomes necessary 

for the networks to be tied to a higher order net1.;ork, necessary 

design precautions are taken to minimize the effect of the higher 

order network on the engineering survey network. Proposals have been 

made to reformulate design standards of hierarchial municipal net­

lvorks in such a 1.;ay that higher order networks 1vi 11 have only marginal 

effects on subsequent city surveys [Lebcdev, 1973, 1974; Adler et al., 

1979; Blachut et al., 1980]. 

These cadastral and engineering concerns, coupled with 

data base management requirements described earlier for the rigorous 

1.;eighted position constraint adjustment, have traditionally been a 

source of skepticism about the usefulness of a rigorous densification 

as performed in this research. A band-aid alternative has been to 

use the overconstrained schemes of adjustment. One such scheme 

particularly appealing, for example, to cadastral concerns is the 

Blaha algorithm [Blaha, 1974; Chamberlain, 1977]. The adjustment 

suppresses a second set of positions of junction points from being 

estimated, lvhile improving the uncertainty of the existing positions 

to equal the lvould be hypothetical rigorous positions. Over-

constrained solutions often result in seemingly more accurate results 

[Cooper and Leahy, 197B). H01•ever, such results are not realistic 

because they are based on false pretenses. If absolute constraints 

were imposed on all points for example, the covariance matrix of 

estimated positions 1.-ould be a null matrix lvhich implies a perfect 

solution. Such a solution is IHOng because para·,n;_;ter estimates from 



21 

non-deterministic observations must have a certain degree of uncer­

tainty. 

Special interest user concerns are regarded here to he 

secondary to rigour and will not be discussed further. 

1.7 Goals and Contributions 

The goals of this research can be stated as follo~>•s: 

l) To derive the least-squares expressions ~>'hich make the \'x-adj ustrncnt 

solution equivalent with the combined adjustment solution for the 

densi fication network and to state clearly the l imitations ~>•i thin 

which the equivalent solutions are guaranteed. 

2) To formulate non-rigorous densification schemes similar to the 

Px-adjustment by giving a meaningful interpretation of a fixed­

point in network adjustment. To derive simple, economical and 

practical expressions required to correct non-rigorous densifi­

cation solutions. 

3) To investigate the use of compatibility testing in densification 

networks using the two sets of solutions of the junction points. 

To derive the weight matrix of the position differences of the 

two junction solutions required in the test for compatibility and 

to examine the merits and demerits of such a test. 

4) To attempt, using the novel strain analysis technique in densi fi­

cation networks, to study gross-errors in the observations. To 

investigate the sensitivity of the strain technique to unveil 

the presence of gross-errors 1n conjunction 1vith the statistical 

compatibility test. To give, if possih le, the mathematical 

formulation of an inverse strain analysis problem \\'hich, if 
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solved, uncovers the inconsistencies in the observations responsible 

for the strain in a given net1vork. 

5) To derive expressions which can be used to correct a densification 

solution for minor changes in the matrices and vectors involved 

in the adjustment. The matrices Px, Pf and vectors t 2 and ;co) 
will all be considered. 

The contributions made in this 1wrk are as follo~>•s: 

l) Derivation of the least-squares expressions of both the combined 

adjustment and the Px-adjustment by considering a priori inform­

ation on the existing and ne1v points. 

2) Proof of the equivalence of the combined adjustment with the 

Px-;1djustment solutions and derivation of the Px-adjustment from 

the combined adjustment algorithms. 

3) Application of the concept of stochastic Taylor points to densifi-

cation networks and derivation of covariance matrices using a 

finite covariance matrix of existing positions. 

4) Formulation of non-rigorous densification models using weighted 

position constraints. The limiting cases of the diagonal elements 

of the lveight matrix, Px has been applied. 

S) Derivation of expressions required to economically transform 

non-rigorous into rigorous solutions (for the improper use of 

the Px-matrix). The l'x-adjustment solution has been compared 

1vith the fixed-point, overconstrained and fixed-point with trans­

formation solutions. 

6) Practical applications of the statistical compatibility test to 

check the compatibility of the existing and densification solutions. 
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A computer program CTEST has been developed to perform any test 

for compatibility of t1.;o network solutions. 

7) The cross-covariance matrix between the existing and densification 

solutions has been derived and the weight matrix of position 

differences of the junction points has been confirmed. 

8) The novel strain analysis technique has been introduced to densi­

fication networks. 

9) The strain analysis technique has been used to study strain effects 

of the existing network and the strain effect of gross-errors on 

the densification network. 

10) A mathematical formulation of the inverse strain analysis problem 

has been made. 

11) Expressions have been derived to effect changes in the rigorous 

densification solution for minor changes in input data (Px and 

Pt matrices, £ and ~(O) vectors) cost effectively. 

This study presents a systematic study of the problem of 

rigour in the densification of horizontal networks. The most 

comprehensive way to incorporate new points in an existing network 

rigorously is by simultaneous adjustment of the existing (old) and 

new observations. The formulation of mathematical models and estim-

ation of positions and corresponding covariance matrices (using a 

priori information) is the essence of chapter 2. The most elegant 

way of adjusting densification neti·JOrks rigorously is by weighted 

position constraints - the Px-adjustment. The mathematical models 

for this type of adjustment and solution for the position and error 

estimates of the densifica!ion network is the subject matter of 

chapter 3. Chapter 4 discusses various algorithms 1vith 1vldch 
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non-rigorous densifications can be corrected to rigorous ones. A 

comparison of non-rigorous solutions h'ith the rigorous solutions of 

a simulated network is also made. Chapter 5 illuminates the question 

of statistical testing of densi fication neth•orks. The possibility 

of formulating and testing hypotheses on the residuals and the posi­

tions is the essence of this chapter. The merits of compatibility 

testing in dcnsi fj cation neth•orks are discussed h'ith aid of simula­

tion studies. ·n1e strain analysis of inconsistent observations as 

applied to dens i fication neth'orks is discussed in chapter 6 in which, 

the inverse strain analysis problem is also formulated. Simulation 

studies are also carried out to investigate the strain effect of 

gross-errors in densification networks. Chapter 7 examines algorithms 

required to correct for the effect of various blunders in the adjust­

ment process such as blunders in data entry for the initial positions, 

the Px-matrix, observations and observation weights. Algorithms to 

correct for the reobserved elements of .~; 2 are also given in the same 

chapter. Chapter 8 concludes this study. 



2.0 RIGOROUS NETWORK DENSIFICATION BY A SHilJLTA!'JEOUS 

AD.JUSTHENT OF T\1'0 NETI~ORKS 

2.1 The Scope of the Problem 

Any two horizontal geoJetic networks can be adjusted 

simultaneously (i.e., together) if the networks are designed in 

such a way that: 

a) observations linking the two net1vorks are procured, or 

b) a set of common junction points exists, or 

c) both a) and b) are considered. 

The ~ystem of equations in each of the networks will he dependent 

upon the other in all three cases. 

The design of densification net\\'Orks s? = {x. ,x } ahrays 
~ J n 

includes a subnetwork of junction points S~ ::: {x.} which also 
.) J 

belongs to the existing network s1 ::: {x ,x.}. The networks s1 c J 

and s2 with observation vectors 21 and ~? respectively can therefore 

be adjusted simultaneously. The simultaneous adjustment of the 

s 1 and S? involves the formulation and solt1tion of normal equations 

jointly. The mathematical models ma~' be separate for each of the 

networks. 

Linearization of the mathematical models requires some 

kn01vledge of the positions of the points in the model - the parameters. 

Such initial positions x(O), obtained by approximate methods, can 
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have a finite covariance matrix C (O) associated with them. /1. 
X 

third mathematical model 1vill therefore be formulated. The points 

in the network shall be constrained through this model using the 

-1 
weight matrix, C (O) 

X 

The observations in each set can be assumed to be uncor-

related leading to diagonal weight matrices r 1 of Q.l and P2 of :?..,. 

Correlation between t 1 and t 2 observations procured at different 

time epochs h'ith probably no overlapping observations may exist 

through the observation media, instrumentation and observation 

·inethodology. This correlation can, 1"i th careful design precautions, 

be reduced to a minimum and is of necessity, neglected in practice. 

It shall be assumed henceforth that the 1veight matrix P of the 

observations for the simultaneous adjustment has the following 

structure; 

p 2. 1 

Besides the position parameters, nuisance parameters are 

normally introduced into the mathematical model. For simplicity 

these parameters will not be considered here. Reference is made to 

Kraki1vsky [l%8], Kraki~Vsky and Thomson [1978] and Nickerson [1980) 

for detailed treatment of the stiliject. 

~ ~ t-!athematical ~!odels 

The functional relationship between the observations and 

the positions arc established as; 
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rl(x ,x.) ;j ·I' 2.2 
e J ·"I . l 

r2(x.,x) Q,2 :P-:> 2.3 
J n 

The constraint model that introduces a priori information C (O) into 
X 

the adjustment is; 

where, 

0 
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e J n 

-1 
: c (0) 

X 

2. t\ 

~x are pseudo-observations with covariance matrix C (O) 
X 

The mathematical models (2.2) - (2.4) can be linearized by Taylor 

series expansion into; 
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n n n 

wl 
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X X X 

£ is a vector of llseudo-observations; 
X 

x. fori de,j ,n} are expected position vector:-;; 
l 

x~O) are initial position vectors; 
l 

2.15 

2.16 

2.17 

2.18 

~~O) .~~O) are observation vectors computed using xiO) positions. 

The design matrices A. 1•hich transform the correction vectors 8. 
l l 

into a linear model space are assumed to he of full rank, l.C., 

rank (A.) =dim (x.) 
l l 

and dim (x) < dim (11.) 

The auxilliary model (2.4) is introduced, as stated, to take care 

of a priori information in the adjustment. In this case the 1 in ear 

models (2.5) - (2. 7) are formulated in a differential neighbourhood 

of the expected estimates. A one iteration solution will be contcm-

plated h'hich in turn means that w 
X 

0. In the event that more than 

one solution exist for the points to be adjusted (e. g., Doppler, 

GI'S, ISS, Photogrammetric coordinates) then only one of the solutions 

sh<lll be selected for the linearization of the mathematical models. 

This, of course, implies that the coordinate system of the selected 

solution '"ill be adopted as the coordinate system of the combjneJ 

adjustment. The other solutions can rigorously be merged l>'ith the 

combined adjustment solution in a separate step. 
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2.3 Derivation of Normal Equations 

The observation vectors £x, 9.. 1 and £2 are to be estimated 

from £x' £1 and £2 respectively such that the estimated vectors 

are consistent with the models (2.5) and 2.6) besides satisfying the 

least-squares criterion; 

min 
6 ,6. ,6 ,6 

e J n 

( T. Tp 
rlPlrl + r2 2r2 + 

This criterion expresses an extremal problem \vhich shall be formulated 

as; 

2. 19 

Differentiating (2 .19) with respect to the unknown parameters 

6, 6 , 6. and 6 and setting the result to zero leads to the 
e J n 

following system of normal equations; 

ATPl (A 8 + A.6. + w ) 0 e e e J J 1 

T 
+ wl) A.P 1 (A 6 + A.6. 0 

J e e J J 

T 
+ w2) A.P 2 (A.6. + A 6 0 

] ] ] n n 
T A 

+ w2) A P?(A.6. + A 6 0 
n - J J n n 

-1 
(6 w ) c 0) + = 0 

xl X 

which can be combined into the following two hypermatrix equations, 

-1 -1 -1 
assuming the inverses C (O), C (O) and C (O) exist. 

X X. X 
e J n 



ATP A ATP A. 0 
T 

e l e c l J AePlwl 

T T T T T A.P 1A A.P 2A. + A. P 1 A. + /1.. p 7l..J"I + :\jPlwl 0 
J e J J J J J - ~ 

0 
T ATP A T 

A P7 A. f\. P7 w7 n ~ J n 2 n n n ~ ~ 

2.20 

and 

-1 
0 0 

-1 
C (O) 0 C (O) Lux e 

X X c e 

0 
-1 

0 0. '-1 0 2. 21 c (0) + C (O)"\ 
x. J x. 

J J 

0 0 
-1 

6 
-1 

c (0) c w 
n (0) X 

X X n n 

Equation (2.20) is obtained from the models (2.2) and (2.3). 

Equation (2.21) is obtained entirely from the auxil1iary model (2.4). 

An obvious question is how and when should (2.20) and (2.21) be 

used. 

The existing solution and therefore the pseudo-observables 

£x are tmcorrelated 1vith either £1 or £2 . The observation vector 

alone. Intuitively, 1ve expect better results from~ than from ?~ 1 

and :\ combined hypermatrix equation of normal equations for 

the three models (2.S)- (2.7) is the sum of (2.20) and (2.21). 

Recalling that for a one step solution w = 0, the system of normal 
X 

equation can be simplified. Let us introduce the following 

notations: 
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Equation ( 2. 32) may be decomposed into 

normal equations of sl and s2, i.e., 

-N N 
ej 

0 6 u ec e e 

~ 1 l N. N 0 6. + u . + 
JC . l j J J 

0 0 0 0 0 

a 

0 

0 

0 

1 

u 
e 

u. + u. 
J J 

u 
n 

swnmation 

0 0 

N .. N. 
J J ]11 

Nlj N nn 

0 

equation 

0 

AI 
6~ + 

0 
11 

:?.7.3 

::.24 

2.25 

2.26 

2.27 

2.28 

2.29 

2.30 

2.31 

2.32 

of the 

0 

u. 0 
J 

u n -
) -- . .) .) 



32 

As this equation shoh•S, the solution of normal equations for one 

network is dependent on the other. The same dependency exists 

between the existing and densification networks. 

2.4 The Least-Squares Solution 

2.4.1 The combined solution 

Let the normal equations (2.32) he hTittc!l as; 

N 
ej }( 

0 0 0 u 0 
e 

N lj 0 N .. 
1 

0 + u. +·· l.l. == 
J J J J 

0 0 N 
nj 

0 u 
n 

or in short; 

(N + N2)6 + (u 1 + u;) = 0 2. 34 
1 

The subscripts l' 2 refer to the netHorks sl and 52 respectively. 

The solution of (2. 34) is derived directly as; 

0 
-1 N (u 1 + u2) 2. 35 

1•here, N Nl + N2 2. 36 

2.4.2 The dcnsification netHork solution 

The normal equations of the dcnsi fication neth'Ork can be 

derived by eliminating oe from (2.32) using the block-elimination 

method [Ashkenazi, 196 7) as; 

(N;+Q )o? + (u?+u.) 0 
- e - - X 

2.37 

lvhere, ljj 
N ] N2 

Jn 

N . N 
nJ nn 

2.38 



:;:; 

r OGJ u2 2. 39 

u2 (:::) 2.40 

l 
N. 

-1 
ll u. - N u 2. 41 

X ] Je ce e 

Qe N lj 
N N-lN . . l . J e ee J 

2.42 

The matrix Q0 1s the normal equations matrix of the junction sub-

ncth'ork S_ in the existing net1vork and u is the corresponding 
~ X 

constant vector (Appendix I). Q and u constitute the effect of 
e x 

the existing network on the normal equations matrix and constant 

vector respectively of the densification network. The least-

squares solution for 6 2 in equation (2. 37) is; 

~~ = -(N 7 +Q )- 1(u7 +u) 2.43 
~ - e - x 

2.4.:> The partitioned solution 

Let us introduce the identity; 
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l''hich is substituted, together h'ith (2.39) and (2.40), into (2.43) 

to )~ive the partitioned solution as; 

6. 
J 

0 
ll 

-1 
-ll .. (u.+u -N. N u) 

J J J x J n nn n 

-1 
-II fu-N .(N .. +Q) (u.+u )] 

1111 n 11 J J J c J x · 

2.45 

2.46 

The relationship bct1veen the submatrices 1n (2.44) has been proved 

f Fadecv and Fadeeva, 196 3] to be; 



II .. 
J J 

H nn 

-1 
H N . (N .. +Q ) 

nn nJ J J e 

2. 4 7 

2. 48 

2.49 

2.50 

Equations (2.45) and (2.46) can also be phased with respect to the 

observations. Factorization of the ruiS gives; 

where, 

6. 
J 

6 = n 

~ (1) 
6. 

J 
~ (1) 
6 

n 

~ ( 1) -1 
6. H .. (u . -N. N u ) 

J J J J J n nn n 
~ (1) -1 
6 H [u -N . (N .. +Q ) u . ] n nn n nJ J J e J 

-H .. u 
J J X 

-N-lN .5~l) 
nn nJ J 

2.51 

2.52 

Equations (2.51) and (2.52) show that it is possible to adjust the 

densification network without incorporating the 11 observations. 

The mathematical model must, in such a case, be linearized about 

(x~0)+6~ 1 )) and (x(0)+6(l)) instead of x~O) and x(O) respectively. 
J J n n J n 

A problem emerges however, of how to obtain, a priori, the vectors 

6;1) and 6~l) which depend upon the matrices An and P2 of S7 • Such 
h* 

a problem can be overcome by using 6j of the independent existing 

solution (Appendix I) of s1 and weight matrix Px. = Q for the 
J e 

junction points linking the two networks together. This approach 

to rigorous densification is the essence of the "'eighted position 

constraint adjustment to be addressed in Chapter 3. 

2.4.4 The existing non-junction points solution 

Let us recall the first equation. in the hypermatrix equation 

(2.32). 



-~ 
.).) 

N 6 +N.6.+ u =0 
ee e eJ J e 

The least-squares estimate 6 can 
e 

then be expressed through 6. 
J 

as; 

6 
e 

-1 
-N u N-lN .6. 

ee eJ J 
2.53 

ee e 

lvhich depends on 6 also. The effect of the vector 8 is embedded 
n n 

in 6., the correction vector for the junction points. The adjustment 
J 

problem presented by the normal equations (2.32) is symmetrical 

about the junction points. The equations valid for 6 1-1ill be 
n 

equally valid for 6e when the indices arc interchanged and the 

networks s1 and s2 becoming the densification and existing networks 

respectively. The normal equation can be partitioned to include 6. 
J 

Thus the vector 6. can he solved for together with 
J 

6 as performed in section 2.4.3 or together h'ith 6 n e 

case 6 will be expressed as; 
n 

6 
n 

-1 = -N u nn n 

-1 ~ 
- N N .6. 

nn nJ J 

In the latter 

The effect of the existing correction vector 6 is now embeded in 
e 

the vector 6 .. 
J 

2. 5 The Covariance ~1atrices of Correction \'cctors 

2.5.1 The covariance matrix, C~ 
67 

The covariance matrix c; of the correction vector to 
(_!2 

initial positions in the densification network is derived by applying 

the covariance law (Hamilton, 1964] to equation (2.43). The result 

is; 

To evaluate the cross-covariance matrix C h'C recall equations 
lL, + \1 . 

.:. X 

(2.40) and (2.41) and present them in the follOh'ing forms: 
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T 
u Al2w2 2 

2.5S 

-T 
u = ~V\lPlwl 

X 
2.S6 

where, 

A?. C) 
n 

2.S7 

A (A 
T 

= A.) 
l c J 

2.58 

[" :] ~I - -1 
-N. N 

J e ec 

2.59 

lve have assumed, at the beginning of the chapter, that the observ-

ations Q. 1 and 1'. 2 are uncorrelated. Therefore, the matrix C 
u..,+ux 

must be equal to the stun of the covariance matrices C 
tL1 

and C 
u 

X 

1.•hi.ch are evaluated from equations (2.55) and (2.56) respectively. 

2.60 

Equation (2.60) can further be evaluated by evaluating the matrices 

C and C from equations (2.16) and (2.17). We consider two 
l.J'J wl 

factors here: First, the stochasticity of the initial positions 

used to linearize the mathematical models is considered by using 

the covariance matrix C (O) in the derivations of the covariance 
X 

matrix of the misclosures. Second, we stick to our definition of the 

prob lcm that 1.•henever more than one set of a priori information 

(solution) exists for a set of points only one set of information is 

considered. With regard to the second factor, the junction points 

have th'O sets of a priori information, i.e., C (O) and Q0 • 

xl 

In 

this case the a priori information C xfO) will not be used in the 

1 
derivation of C 

wl 
Consequently, 
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c -l 2.61 
wl 

pl 

c p-1 T 2.62 
w2 2 + A2C (O)A2 

x2 
1•here, 

2. 63 

\'/hen equations (2.61) and (2.62 are substituted into (2.60) 1ve 

obtain; 

T -1 T -T T 
Cu +u = A2P2(P2 +A2C (O)A2)P2A2 + ~~1PlAlM 

2 X x2 

Equation (2.64) is substituted into (2.54) while considering 

to give; 

T 
N2 = A/2A2 

* -T -
Nl AlP1A1 

- -1 
N2+C (0) 

X? 

The matrix identity [cf. Liebelt, 1967] 

(BTCB+A)- 1BTC ~ A-lBT(C-l+BA-lBT)-l 

- -1 -1 T 
is introduced and applied to (N 2+C (O)) A2P. The result is; 

X 

- -1 -l T T2 -1 T 
(N 2+C (O)) A2P = C (O)A2(P2 +A 2C (O)A2) 

x2 x2 x2 

Substituting (2. 70) into (2.65) 1"e obtain; 

2.64 

(2.63) 

2.65 

2.66 

2.67 

2.68 

2.69 

2. 70 



* T The term MN /1 in (2. 71) is cva1 uatcd from equations (2. 58) and 

(2.59) as; 

which is substituted into (2. 71) to give; 

c - - -1 -1 - -1 -1 - -1 
62 = C (O)N 2(N 2+C (O)) +(N 2+C (O)) Qe(N 2+C (O)) 2.73 

X2 X2 X2 X2 

It can be shown that; 

2. 74 

Proof: 

Multiply both sides of equation (2.74) by the matrix 

- -1 
(N 2+C (O)). The result is; 

x2 
q.e.d. 

The covariance matrix (2.73) is then 1-.rritten using equation (2.74) 

as; 

2. 75 

The matrices N2 and N2 are related as in equation (2.68). Equation 

(2.75) can also be given as; 

-1 -1 -1 
C (O)-(N2+Qe) +(N2+Qe) Qe(N?+Qe) 

x2 

But (c.f. Appendix II, equation 11.8); 

which when substituted 

= c (0) -
x2 

into (2. 76) 

(N2+2Qe)-l 

gives; 

2. 76 

2. 77 

Equation (2.77) is the expression of the covariance matrix of the 
'. 

correction vector of the densification network estimated in a simul-

taneous adjustment of the nctl>orks S1 and S2" It includes the 



known uncertainty in existing positions. In the event that the a 

priori information C (O) is missing then equation (2. 75) ~>•ill be; 
X 

C62 (N2+Qe)-lA~PA2(N2+Qe)-l + (N2+Qe)-1Qe(N2+Qe)-l 

or 

2.78 

Equation (2. 78} is the 1vell kno~>'n expression for c; ~>'hen the role 
u2 

of the Taylor Points docs not go beyond that of lincari::.ing the 

~tathcmatical ~1odels. Stochastic Taylor points arc also used in 

Grafarend et al. [1983]. Blaha [1976] points out that in an 

adjustment the a priori estimated ;co) looses the nature of known 

constants and assume the role of quasi-observations with a 1veight 

-1 
matrix C (O) Equation (2. 77) therefore considers the a priori 

X 

positions as observations. 

2.5.2 The covariance matrices C6.~C6 
J n 

The covariance matrices of the correction vectors 6. 
J 

and 6 can be obtained either by partitioning equation (2.77) or 
n 

by applying the covariance law to equations (2.45) and (2.46) 

respectively. Both approaches have been tried and the results are 

the same. From equation (2.68) the partitioning technique is applied 

in accordance with (2.44), and P.63) to give; 

[ 
c6.6. 

J J 

C6 6. 
n J 

H.][H .. QH .. Jn JJ e JJ 

II + I-1 .Q H .. 
nn nJ e JJ 

H .. Q H. ] J J e Jn 

H .Q H. 
nJ e Jn 
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h'hich leads to; 

II. . + II .. Q II .. 
JJ JJ c JJ 

2. "79 

and 

2. so 

As in the unpartitioned case absence of the C (O) information "'ould 
X 

require that equation (2.78) and not (2.76) be used. The results 

h'i ll be therefore; 

c II .. 
6. J J 

J 

2.81 

and 

c H 
6 nn 

2.82 
n 

It can be seen by comparing equations (2. 79) 1"ith (2.81) or (2.80) 

with (2. 82) that the covariance matrix of the correction vector has 

a smaller trace when the a priori information is used than 1vhen it 

is not. 

2. 5. 3 The covariance matrix 1 C ~ 
------------------~- 6 e 

The derivation of C6 1s sought by applying the covariance 
e 

lah' to equation (2.53) h'hich can be lvritten using (2.28) as; 

,) 
e 

-1 T = -N !\.I' w 
ee e 1 1 

-1 ' 
N N .6. 

ec CJ J 

.\ssuming that C' exists 1 h'e obtain; 
6. 

J 

c,; N-lATP C P !\ N-l+N-lN .C N. N-l 
u ee e 1 w1 1 e ee ee e1 o. JC ee e . J 

+0J-l-\TP 1C P1A.H .. N. N-l+N-lN .II .. A~P 1 C P1A N-l 
cc e 1.u 1 J JJ Je ee ce CJ JJ J w1 e ee 

2.83 
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Equation (2.45) has been used foro .. In addition, the cross­
J 

covariances between w1 and w2 are, as in (2.1) taken to be equal 

to zero. Further simplification using equation (2.60) gives; 

C ~ -1 -1 -1 -1 -1 
6 = N +N N .c 6~ N. N +N N .H .. N. N 

e ee ee eJ j Je ee ee eJ JJ Je ee 

-1 -1 -1 -1 -1 -1 
+N N .H .. N. N -N N .H .. N. N -N N .H .. N. N +C (O) 

ee eJ JJ Je ee ee CJ JJ JC ee ee CJ JJ JC ee 
x1 

-1 -1 -1 
+C (O)N .H .. N. N +C (O)N .H .. N. N -C (O)N .H .. N. N eJ JJ Je ee eJ JJ Je ee eJ JJ JC ee 

xl x1 xl 

or 

-1 
-C (O)N .H .. N. N CJ J J J e ee 

xl 

c 
6 

e 
N- 1+N- 1N .C~ N~ 1 N +C 

ee ee eJ o. J e ee (0) 
J xe 

which is the covariance matrix of existing non-junction points. 

2. 84 

An alternative expression can be derived by exploiting the symmetry 

of the densification problem with respect to s3 = { xj } subnetwork. 

If e is made to replace n in equation (2.80) we obtain; 

c 
6 

e 
C (O) - H +.H .0 H. 

X ee eJ·'n JC 
e 

The subscripts are interchanged in the expressions for H , H . 
nn nJ 

and Q . It is much more convenient to use equation (2. 84) ''hen 
e 

2.85 

C~ has been computed. The compilation of the matrices H , H . and o. ee eJ 
J 

~ is avoided in this case. 

2.6 The Covariance Matrices of Adjusted Positions 

The least-squares process converges to the same solution 

whether or not the initial positions are estimated quantities. Let 



us assume, for simplicity that deterministic initial values are used. 

The solution for the network s2 lvi ll then be (using equation (2.37)); 

X 
2 

(0) -1 
x - (N + Q ) ll 

2 e x 

which can also be 1vritten as; 

A(O) -1 
x2 = x2 - (N 2 + Q ) u 

e 2 

2.86 

2.87 

The covariance matrix of the estimated positions x2 can be obtained 

by appl;•ing the covariance lah' to either (2.8(1) or (2.87). It is 

a straight for~>·ard derivation 1\hen C' is derived from equation x, 
(2.86) than (2.87). This is because the cross-correlation between 

x~O) and the other two terms in (2.86) is known to be equal to 

zero. The computation of the cross-correlation between ;~o) and 

-1 
(N 2 +Qe) u 2 in (2. 87) is much more invol \'ed and wi 1 J not be attempted 

here. Applying the covariance law to (2.86) we obtain; 

(Nr~+Q )-l [ -l J .-lN ] (N +Q )-J. CA = , N .. +N 7 +N. N N .--N. N ' . 7 e 
x2 ~ e ~J Je ee eJ Je ee eJ _ 

(N +Q )-1 
2 e 

2.88 

Equation (2.88) is the covariance matrix of the adjusted positions 

of 5 2 in a simultaneous adjustment of 5 1 and 5 2 . It is equal to 

the covariance matrix of the correction vector (2. 7S) 1\hen the 

a priori covariance matrix C (O) is disregarded. 
X 

2 
The covariance matrices of the partitioned solution are 

obtained directly by partitioning equation (:2.88). The partitioned 

-1 
inverse (N +0) is given in equation (2.:.1.1). Therefore; 

2 'e 
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c II .. 
x. J J 

J 
and 

c H 
X nn 

n 

We again recall the symmetry of the normal equations matrix of 

S ~ {S 1,s2} in order that we may evaluate the covariance matrix 

c~. Interchanging subscripts n fore in the expression (2.47) 
X 

e 
of H we obtain nn 

c~ = [N 
x ee 

e 

where, 

- N . (N l . +Q ) -l N. 1-l 
eJ J n )e 

-l Q = N .. - N. N N . 
n JJ Jn nn nJ 

An alternative expression to (2.91) can be obtained using the 

2.89 

2.90 

2.91 

covariance law on 6 since c· 
e x 

= c· 
6 

e 
as shown earlier in this chapter 

e 
(6e obtained without C (O)). 

X 

Disregarding C (O) 
X 

in ( 2 . 84) v<e 

obtain; 

e­x 
e 

Equation (2.92) is more 

e e 

convenient to use than (2.91) since c· 6. 
J 

already exists from the adjustment of s2. 

2.92 



3.0 WEIGHTED POSITION CONSTRAINT i\DJUSH1ENT 

3.1 The Scope of the Problem 

The system of normal equations 1n the simultaneous 

adjustment of the existing and densification networks is shown in 

equation (2.34) as a sununation of two terms, each of which, is in 

itself, a separate system of normal equations. The second term is the 

would be system of normal equations if the densification network 

were adjusted separately and independently of the existing network. 

We now seek to adjust the densification network s 2 separate 

from the existing network sl (without using the tl observations) 

while rigorously propagating the effect of sl into s2 at the same 

time. The propagation is made through the junction subnetwork 

s 3 = s1n s 2 ~ the points of \\•hich have 

' ( 1) .. 
and the solution (xi ,C_(l)) ·ex1sts. 

- X . 

S~ and anv other points ~~termined as 
.) -

been previously adjusted 

The coordinates, ;~ 1 ), of 
J 

tmbiased estimates are stoch-

astic quantities and hence have a finite covariance matrix. The 

linearization of the mathematic:1l model about stochastic coordinate 

values is therefore contemplated [c. f., Crabrend et al., 1983], 

· ' · · -rl) f s d d. · · us1ng tte pos1t1on x: o. _, an correspon 1ng covar1ance matr1x, 
J .) 

-1 P Initial positions of the nch' pcints can be treated in the 
x. 

J 
same way when determined i ndcpcndcnt 1 :· of the observat inn vector 

r.. 2 as discussed ill section 2.2. This approach must be t·igorous 

equivalent to the simultaneous adjustment. ll'c shall assume the 

4-l 
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equivalence of the two approaches and derive least-squares expressions 

of the 1veighted position constraint solution required to give a 

solution equivalent to that obtained from a combined adjustment. 

~·lathematical f\lodels 

The functional relationship bet1·1cen the expected observ-

ation vector~?' positions (x., x) in the Jensification net1•ork 
- J n. 

s2 , and corresponding constraint model is gtven, assuming for 

generality sake that x are independently determined too, as; 
n 

FCx. ,x J 
J 11 

LJ :P? 

rcx.,x,I) 0 :l'x. 
J n x J 

3.1 

3.2 

Linearization of (~.1) and (3.~) using Taylor series expansion is 

d b . . . . . '(l) d (0) - l . . d rna e a out 1n1t1al pos1t1on x. · an x tor t 1e JUnctlon an ne1,· 
J n 

points respectively. The result is a system of linear equations; 

A.6. + A 6 r2 + w2 0 :P2 3.3 
J J n n 

A 6 + A.6. r + w 0 :Px. 3.4 
n n J J X X J 

where, 

[ :'i n ] Px 
Px 

n 

3.5 

Px. - l 
cCIJ J x. 

3.6 

J 

Px -1 
n c (0) 

X 

3. 7 

n 

p2 = c-1 
\)_2 

r is the residual vector to the pscudo-ohservables 6. and ll . 
X J n 

A (l) 
x. estimated positions of junction points from the ex.isting 

J 

solution of sl. 
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The tilde (-) has been used in (3.3) and (3.4) to distinguish the 

design matrices and correction vectors from those of the simultaneous 

adjustment described in equations (2.9) - (2.15). 

3.3 Derivation of Normal Equations 

Two approaches of rigorous densification are equivalent 

if the final solutions are equal. To derive the expressions that 

give the same results when the Px-adjustment is used as the combined 

adjustment we shall assume the equality of the solutions. The initial 

positions in the Px-adjustment are different from those of the combined 

adjustment which means that the estimated correction vectors in both 

approaches 1~ill be different. \Ve recall the system of normal 

equations for the combined adjustment given in equation (2.37). 

This system may be regarded as a sum of two systems of normal 

equations. Substituting (2.38) - (2.42) into (2.37) we obtain the 

partitioned form of the normal equations. This system presented 

as a summation equation is; 

[Njj 
N . 

OJ 

where, Q is given in equation (2.42), 
e 

'* c5. 0. + c5. 
J J J 

] CJ ··CJ =0 

n 

6. is the correction vector of the Px-solution, 
J 

'* 

3.8 

3.9 

c5. is the correction vector from the independent adjustment 
J 

of s1 (Appendix I). 

Equation (3.9) assumes the equality between the correctidn vector 

of the simultaneous adjustment o. and the sum of the correction 
J 
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vectors of the existing and Px-adjustment solutions 1vhich is possible 

when the initial positions x~O) in the existing and combined adjust­
) 

ments are the same. On substituting for 6. from equation (3.9) 
J 

into the second normal equations system in (3.8) we obtain; 

[ 
Nj j 

N . 
n) 

~* 

3.10 

Q 0. + u 
e J x 

0 is the normal equations for the existing 

network (Appendix I). Therefore, equation (3.10) transforms into; 

[
Nj j 

N . 
n] 

The first system of normal equations in 

0 3.11 

(3.11) corresponds to the 

mathematical model ( 3. 3) lvhich is linearized about ( (0)) 
:~0) . 

The second system corresponds to the mathematical model (3.4) linear­

~l 

ized about x. and when w == 0. IVe require that both mathematical 
J X 

models be consistent by linearizing them about the existing solution 

whenever possible. The correct ion vector o. 1vi ll be changed by a 
J 

~* 

value o. and transformed to 6 .. The design matrices formed using 
J J 

the existing solution will have a tilde c-J to distinguish them from 

those defined at other values. The matrices N , N .. , N. , N ., 
nn JJ Jn nJ 

u. andu will be transformed toN , N .. , N., N ., u. and u 
J n nn J J J n nJ J n 

respectively. Adopting tmiform notation for 6 , too, equation (3.11) 
n 

trans forms into; 

[ 
~ j j 
N . 

OJ 

+ Q 
e 

N. 
Jll 

N 
nn 

0 
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The matrix Q is, by definition, the weight matrix of the pseudo­
e 

observations, i.e., 

Px. = Nlj - N. N-lN 3. 12 
J J e ee ej 

The normal equations for the Px-adjustment is therefore given as; 

[" •Px 
N. ] [U [~:] JJ J Jn 

+ 0 3. 13 
N . N 

nJ nn 

The same expression can be derived by minimizing the quadratic 

and differentiating with respect to r 2 and 

r . In so doing, the mathematical models (3.1) and (3. 2) must be 
X 

linearized about the existing solution in 1~hich case, since w = 0, 
X 

it must be assumed that the linearization is made in a differential 

neighbourhood of the final solution. Only one iteration is contem-

plated in the adjustment process. M1enever more than one existing 

solutions are available, only one of them shall be chosen and used 

to linearize the model. This means that a one-step solution is 

considered. The other solutions can later be merged rigorously 

with the densification solution. It is necessary that all solutions 

to be merged with the rigorous densification solution must first 

be transformed to the coordinate system of the densification solution. 

In the unpartitioned form equation (3.13) is; 

3. 14 

where, 
[ Njj•Px 

N. ] Jn 

N . N 
llJ nn 

3. IS 

(;:) 3.16 
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3. 17 

The matrix Pxj in equation (3.14) is embeded in the matrix N2 . 

lbe non-null submatrix of Px., whenever the constrained points are 
J 

less than the total number of stations, is of the size of the con-

strained points. If the ne1-1 points have a priori information as 

discussed in section 2.2 then the structure of the Px-matrix is; 

Px :J 3.18 

n 

3.4 The Least-Squares Solution 

3.4.1 The correction vectors 

The expression of the least-squares solution for the 

correction vector in both partitioned and unpartitioned forms can 

be obtained from section 2.4.2 by applying the tilde c-J where 

appropriate and setting Q == Px and u = 0. The eipressions are; 
e j x 

o. 
J 

0 
11 

- --1-
-H .. ( u. -N. N u ) 

J J J J n nn n 

- - - - -1-
-H [u -N .(N .. +Px) u.] 

nn n nJ J J 1 J 

3. 4. 2 The covariance matrix, c-
------------'-- 0 2 

lvhen the covariance law is applied to equation (3.19) 

3. 19 

3.20 

3.21 

we obtain the covariance matrix c- of the correction vector o2 as; 
02 
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3. 22 

3. 2 3 

and assuming the stochasticity of initial positions (sec section 2.5.1); 

-l -l T 
Cw~ = P~ + A2Px A2 3.24 

The covariance matrix C is obtained 111 the same h'ay as equation (2.62). 
w2 

Substituting (3.23) and (3.24) into (3.22) gives; 

-T - -1-T -1 -1 - -T - -I 
C~~ = (A 2P2A2+Px) A2P2 (r2 +A2Px A2)P 2A2 (A 2P2A2+Px) 3.25 

The identity (2.69) is applied to the inverse of (3.23) to give; 

3.26 

similarly; 

3. 27 

Substituting (3.26) into (3.25) leads to; 

3.28 

where, 

3.29 

Subs t i t uti n g ( 3 . 2 9) into ( 3. 2 5) 1 e ads to ; 

3.30 

The identity of equations (3.28) and (3.30) is easily established 

by multiplying one by the inverse of the other. The result is of 

course an identity matrix. Equation (3. 28) and (3. 30) gl\'C the 

expression for the covariance matrix of the correction vector C~ 
2 

when all the points in the net~Vork arc constrained and weighted by 
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the inverse of the covariance matrix of initial positions according 

to the model (3.4). /1. word of caution is in order. If only some of 

the points are taken into the auxilliary model (3.4) the normal 

equation (3.12) will be valid for the constrained points only. If 

only the junction points, for example, are included in the model 

(3.4), the Px-l in equation (3.28) and (3.30) for C6 will be singular. 
2 

A unique inverse, the ~1oore-Penrose inverse Px+ can be taken instead. 

For a Px of the structure; 

[ :xi 0 

l Px = 
0 

3.31 

the ~1oore- Pen rose inverse is [Rao and ~1i tra, 1971]; 

[:xi + -1 

:J :J [:'i 3.32 

which is then used in equations (3.28) and (3.30). The matrix Px. 

is a submatrix of Px. 
-l 

Using equation (3.32) instead of Px and 

(3.31) instead of Px in these expressions is compatible with the 

J 

current practice of constraining only those points which have been 

estimated in the existing adjustment - the junction j)oints. It 

has been shown in section 2.5.1 that equation (3.28) and hence 

(3.30) is a difference of two inverses, i.e., 

3.33 

Therefore, 

-1 - -1 
Px -(N 2+Px) 3.34 

111e covariance matrix of the correction vector in a Px-adjustment 

of s2 equals to the difference between the covariance matrices Px-l 

::: -l 
and (N'J+Px) . ·lquation (3.34) can be derived directly from 
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equation (2.71). The second term in (2. 71) equals to zero 1vhen w 
X 

Equation (2.77) 1vill then be equal to (2.74) and transformed to 

(3.34) when the tilde c-) is introduced. 

3.4 .. ) The covariance matrices c~. _ and_c;s 
J n 

The covariance matrices of the partitioned solution arc 

easily obtainable from equation (3.34). The matrix Px-l in parti-

tioncd form is the inverse of cquat ion ( 3. 1 B) '"hi l e the inverse 

:: -1 O.J 2+Px) is obtained analogous to (2.44). The partitioned c-o.., 
is; 

[ci i ci.i l [~xj I 0 

[" 
H.] J J J n J J Jn 

3. 35 

c-- c- - Px - 1 H . II 0 6. 0 0 n 11_1 nn 
n J n n 

The ex"Pressions for H .. , H. , II . and H arc given in equations 
JJ Jn nJ nn 

(2.17) - (2.19) when N = N +Px Q = Px. and a tilde (-) is 
nn nn n' e J 

put on the other matrices involved. In equation ( 3. 35) c- - and 
0. 0. 

c-.s 0 
n n 

and 

arc respectively c: 
(j • 

J 

c- -1 
II .. Px. 

6. J J _1 
J 

c: Px 
-1 

II 
0 11 llll 

n 

and C which lead to; 
l) 

11 

J J 

3. 36 

3.37 

The covariance matrices of the p:1rtitioned dcnsi fication solutions 

0. 

are equal to the differences bcth'een the respective covariance matrices 

of the existing positions and the n'spcct i.vc submatrices of the 

inverse of the normal equations matrix of the rigorous densi fication 

solution. All matrices in (3.36) and (3.37) are positive definite 
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matrices. The diagonal elements of the covariance matrices a11d of the 

matrices II .. and H cannot be less than that of Px~ 1 and Px-l 
J J nn J n 

respectively. The equations therefore make sense and provide an 

improvement in uncertainty to that of the existing solutions. 

Similar to the unpartitioned case the expressions (3.36) and (3.37) 

can be derived directly from similar expressions of the combined 

adjustment. 

3.'!.'1 The covariance matrix of estimated positions 

The positions of s2 adjusted using the Px-adjustment are 

derived in a similar way to those of the simultaneous adjustment, 

i.e. , 

A (l) -
x2 =x +6 2 3.38 

~ ( 1) 
TI1e initial positions x in equation (3.38) are least-squares 

derived positions with a covariance matrix Px-l These positions 

can be expressed in terms of the adjustment of the (existing) 

independent adjustment as; 

A (l) (0) ~* 
X = X + 6 

"'hich 1>hen substituted into (3.38) gives; 

CO) A* -
X = X + 6 + 62 . 2 

or using equation (3.9) while onunitting the j for the sake of 

generality we obtain; 

A (0) ~ 

x2 = x + 6 2 3. 39 

The initial positions x(O) in (3.39), unlike ~(1) are constants used 

to linearize the mathematical models in the existing adjustment. 

The covariance matrix of adjusted positions x. can, 1vith ease, be 
) 

derived from (3.39) than from (3.38) since the cross-correlation 
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c (0) ~ is known to be zero. Applying the covariance law to (3.39) 
X 0 2 

1ve obtain; 

The covariance matrix C~ is the one given by equation (2.78). 
2 

For Qe = Px and A2 = A2 (since final solutions are equal) 

-1 
(N 7 + Px) 3. 41 

The covariance matrices of x. and x can no1v be derived by partition-
] n 

ing (3.41). The results are; 

c I!. . 3.42 
X. JJ 

J 

c H 3.43 
X nn 
n 

Equations (3.42) and (3.43) are respectively the covariance matrices 

of the jtmction and ne1v point positions in a Px-adjustment. For all 

practical purposes, the equality of the final solutions means that 

the covariance matrices are also equal, 1•hich make H.- :: H .. and 
JJ J J 

H ::; H in the final iteration of the adjustment process. 
nn nn 

3.4.5 The cross-covariance matrix, C~(l): 

X 5 2 

The cross-covariance matrix C~ (l): can noh' be evaluated 
X 0 

in a ver)' simp I e way. If C ~ h'as obtained by applying the covarianc( 
x2 

lal>' to equation (3. 38) ~>'C I>'Ou!d obtain the following expression; 

3.44 

Substituting equations (.).3~1) anJ (:i.45) into (3.44) gives; 

::; -1 -1 
(N,+Px) - Px 3.45 
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or 

c(l).:: 
X 6 2 

3.46 

Equations (3.45) and (3.46) state that the cross-covariance matrix 

between the existing and the dcnsification solutions equal to 

the covariance matrix of the correction vector in a Px-adjustment 

1vith opposite sign. \l'c have proved that this is infact true by 

c1 .. tl . 1· I I . 1"(-_(1)6-T) er1v1ng 1e matrLx c1rcct y as t1c expectation c x 7 . 



4.0 RIGOROUS DENSIFICATION BY CORRECTING 

NON- RIGOROUS SOL liT IONS 

4.1 Application of Non-Rigorous Densification Schemes 

The direct method of rigorous densification have been 

dealt with in Chapters 2 and 3. This chapter discusses an indirect 

approach based on correcting non-rigorous densification solutions. 

It will be seen, from examining applicable non-rigorous schemes, 

that the indirect approach is computationally more economical when 

non-rigorous solutions had been already obtained. 

Non-rigorous schemes are here understood to be such 

schemes in which the effect of s1 is not rigorously propagated 

into s2 , whether or not the covariance matrix of initial positions 

is considered. Such schemes, often used in practice include the 

over-constrained (i.e., fixed junction points) adjustment and two 

of the commonly used minimum constraint adjustments - the fixed 

point adjustment and the free adjustment. 

The use of non-rigorous adjustment schemes is especially 

popular when there is reason to suspect the existence of distortions 

in the existing network. Such distortions would naturally be 

propagated into the densification network by the rigorot~ densifi­

cation [Chrzanowski and Canellopoulos, 1974; Blaha, l982a,b]. 

The conventional wisdom of selecting a suitable point that is 

56 
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unaffected by tlistortions to provitlc the anchor for the densification 

network is contrary to the rigorous densification adjustment already 

discussed. Although not wholly attributable to the adjustment 

scheme [c. f., Thomson et al., 19 74], distortions revealed in the 

North America! primary networks [Baker, 1974; M~llelan, 1974; and 

Villasana, 19741 and in subsequent densifications [Fila and Chamber­

lain, 1978; Lachapelle and Mainville, 1981] indicate that non­

rigorous adjustment not only perpetuates but magnifies distortions. 

Free neth•ork adjustment has useful applications in analyz­

ing the residuals in a preliminary coordinate system [Blaha, 1982a,b]. 

After the analysis the positions are computed by supplying kn01•n 

coordinates for at least one point and orientation unkn01-ms. The 

coordinate system chosen often coincides 1vith that of the existing 

net1vork. The results are therefore the same as results from a 

fixed-point adjustment up to a translation and rotation of the 

points of the densification net1vork [Meissl, 1982]. In other h'Ords, 

the difference between solutions of various minimal constraint 

adjustment schemes can be removed by a translation and rotation of 

the netl,'orks. 

Position accuracy estimates of a minimal constraint solution 

can be improved by a least-squares fit to the existing net1"ork (such 

as a Doppler netlvork). Accuracy improvement of 1-3 ppm in distances 

have been reported by ~loose and Henriksen (1976], Thomson [1976], 

Burford (19841 and Salih [1984] to this effect. Such fitting really 

models the transformation parameters needed to transform one coordi­

nate system to the other. The transformation of a net1vork weak 
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1n scale to a stronger net1vork results in scale improvement. 

'l11e positions of the t1vo nct1vorks are then defined in a cor.unon 

coordinate system. 

4. 2 !v1athematical ~·1odels and General Assumptions in 

Non-Rigorous Schemes 

The mathematical models for the free and overconstrained 

non-r1gorous adjustment schemes can be 1vritten in a form similar 

to that of the rigorous weighted position constraint adjustment, 

1. e., 

A.5. + A 6 - r2 + w2 0 :[J2 4.1 
J J n n 

5. r + wx 0 :Px' 4.2 
J X 

where, 

Px' is the weight matrix of the initial positions used 

in a non-rigorous adjustment. 

No1.;, however, we must assume that the junction points have either 

null or an infinite weight matrix Px' in order to model the non­

rigorous schemes. If this was true then its inverse P~-l. which 

is the covariance matrix of ;Cl) would be tmdefined or null respect-

ively. The junction points, having been estimated previously are 

(c. f., Chapter :)) kno1\n to possess a finj te covariance matrix 

-1 
l'x. and therefore a finite lveight matrix, Px .. 

J J 

In the discussions that follow in the remaining sections 

of this chapter the 1veight matrix of the junction points in non-

rigorous dcnsi.fication schemes shall be assumed to be non-zero or 

finite :.I lid the weight matrix shall be defined as follo~>•s: 
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Definition 

1) The h'eight matrix Px. in a fixed-point adjustment is one in 
J 

h•hich the diagonal elements of the fixed point will be considered 

very large while the other elements equal to zero, i.e., 

0 

:l 4.3 

' 2) The "'eight matrix Px. in an overconstrained adjustment (over-
J 

constrained points are fixed points) is such that the diagonal 

elements are all considered to be very large, i.e., 

l'x. 
J 

[ 

00 

0 

0 

l 4.4 '" 

' :)) The "'eight matrix Px. in a free adjustment (i.e., free of 
J 

constraints) is a null matrix, i.e., 

I 

Px. 0 4.5 
J 

In all three cases the weight matrix Px is finite leading 
n 

to the normal equations 

\! 
nn 

T 
.-\ P /\ + Px 

n 2 n n 

The elements of the covariance matrices 1vi 11 therefore be close to 

zero (very· small) but not equal to zero. (i.e., l/co+O). The limiting 

cases of the clements of the 1veight matrices (and covariance matrices} 

are considered. This gives us the possibility to treat all cases 

of Px and Cx uniformly and hence formulate the expressions of the 

non-rigorous schemes in a similar 1vay to rigorous schemes by 

replacing Px "'ith Px'. 
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4.3 The Least-Squares Solutions 

4. 3. l The general expressions 

Besides the improper \\•eight matrix Px' the non-rigorous 

schemes use, like the weighted position constraint adjustment, only 

the V. 2 observations. The two therefore make a much closer comparison 

the different Px matrices being the only difference. 1\'e shall 

henceforth regard the vector x(O), in non-rigorous schemes to be 

sufficiently close to 
~ (1) 

and the initial positions of the neh' X. 
J 

points x(O) to be the same in both cases. In addition, 1ve shall 
n 

assume a strong netl,•ork such that a slight change in the junction 

positions do not significantly affect the design matrices. f-or all 

intents and purposes therefore, :my difference in design matrices 

which the tilde (-) is meant to exemplify can be ignored. The 

expressions of the rigorot~ weighted position constraint adjustment 

can be thus used without the tilde. As a result the expressions 

will become non-rigorous when the weight matrices (4.3) - (4.5) 

are used to replace the weight matrix of the weighted position 

constraint adjustment. 

The difference in weight matrices between rigorous and 

non-rigorous adjustment schemes obviously does not change the 

structure of the normal equations (3.15). The expressions of the 

correction vectors (3.20) and (3.21), their covariance matrices 

(3.37) and (3.38) and the covariance matrices of the adjusted positions 

(3.43) and (3.44) remain unchanged. llowevcr, their values change. 

These expressions can be Hritten directly by substituting the non-

rigorous Px' -matrix for Px in the respective expressions and we 
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repeat them here for convenience: 

and, 

~' 

6. 
J 

c 
X~ 

J 

-l -l -1 
-(N .. +Px'-N. N N .) (u.-N. N \1 ) 

JJ Jn nn n) J Jll nn n· 

-l 
rx~ 

J 
(N +r·' M N-IN )- 1 

l . . X.-... l . 
JJ J Jll nn nJ 

-l -l 
(N .. +Px' -N. N N . ) 

JJ Jll nn nJ 

:1.6 

4. 7 

4.8 

6' = -[N - N .(N .. +Px')- 1N. r 1 [u -N .(N .. +P ')- 1u.j 
n nn n) J J J n n nJ J _1 x J 

c x' 
n 

-l -l -1 
Px -(N -N .(N .. +Px') N. ] 

n nn nJ JJ Jn 

[N -N .(N .. +Px')- 1N. r 1 
nn n] J J J n 

c). 9 

4- 10 

4. 11 

The symbol (') used on the correction vector and covariance matrices 

is in conformity Hith the same symbol on the 1-'eight matrix to distin-

guish non-rigorous solutions from the rigorous solution. 

4.3.2 The over-constrained solution 

The weight matrix Px' for the overconstrained adjustment 

scheme is defined by the expressions (4.4). The inverse of (4.4) 

states that each of the diagonal elements of P~-l is close to zero, 

h'hich l>'hen applied to equations (4.6) - (4.11) gives; 

~' 
5. 0 4. 12 

J 

c~, 

6. 
0 4. 13 

J 

c 0 4. 14 
X. 

J 
A' -1. 
0 -N u 4. 15 

n nn n 

c~, Px -1 -1 
4.16 -N 

6 n nn 
n 



c~, 

X 
n 

~ -1 
nn 

4. 17 

These expressions sho~>' the obvious, that positions of fixed points 

in this least-squares adjustment are not estimated. The obtained 

expression for the correction vector, 6 is standard [c.f., ~likhail, 
n 

19 76) . 

4.3.3 Comparison of overconstrained and rigorous solutions 

The Simulations 

This comparison bet1veen results of a rigorous, Px-adjustment, 

and the non-rigorous, ovcrconstrained, adjustment is based on a 

simulation of triangulation networks sho~>•n in Figures 4-1 and 4-2. 

The nct1vorks and observations ~>'ere simulated fo1l01ving the 1978 

Speci ficJ.tions and l~econuncndations of the Surveys and ~lapping Branch 

of the Department of Energy, ~lines and Resources (HlR), OttaloJa. 

Figure 4-1 is a simulated first-order network. It consists 

of 14 points, 29 distances, 55 angles, 2 azimuths and 26 unkno\oJns. 

Ten of the 14 points were designed as junction points is a sub-

sequent densification (Figure 4.~). 

The simulation of observations was done in tloJO stages: 

First, the deterministic observations (error-less) ~>•ere computed 

manu~dly one triangle at a time. By assuming some of the observations 

(distances and angles) the other observations 1vere computed using 

trigonometric formula. The deterministic observations were run 

through an J.d_iustment progrJ.m to check on the computation errors. 

Non-zero residuals 1,·erc revealed. The adjusted observations ~>·ere then 

taken to be the deterministic observations. Second, the deterministic 
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observations 1vere randomized. A random number generating program 

RANDO~! (Appendix V-5) was used to generate random noise using 

different variances at each network point. The variances were in 

conformity with the specifications [EMR, 1978]. 

Adjustment of the first order network \vas performed using 

program GEOPA:'IJ [Steeves, 1978]. Station 35 '"as held fixed in this 

adjustment. Statistical testing of the adjustment results was 

performed by the aclj ustment program. The results passed the 

? 
tau-max test on the residuals, the x--test on the variance factor 

? 
and the x~-goodness of fit test. None of the simulated observations 

~>'as therefore flagged for rejection by the program. The confidence 

in the adjusted positions is expressed by the error ellipses (at 

9Sqo confidence level) shmvn in Figure 4-4. 

Figure 4-2 shows the densification network. It consists 

of 39 stations, 86 distances, 177 angles, l azimuth, 9 knmvn positions 

and 78 unknowns. The number of degrees of freedom is 204. 

The simulation of observations for Figure 4-2 1vas performed 

in a similar way as that of Figure 4-l. The adjustment was also 

performed using the same program. First, the Px-adjustment 1vas 

done for the densi fication neth•ork by using the existing solution 

from the higher order net~>•ork rigorously as described in Chapter 3. 

The results "'ere also tested as above and none of the observations 

were flagged for rejection by the statistical tests. The error 

ellipses of the adjusted positions of the densification net~>•ork (at 

9S";, confidence level) arc sh01vn in Figure 4-S. Second, the over-

constrained adjustment 1vas performed by holding fixell all points 

1vhich 1,·ere weighted in the l'x-adjustment. The results of the adjust-
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ment were also tested statistically. None of the observations was 

flagged for rejection. The error ellipses of the adjusted positions 

from this adjustment are shown in Figure 4-6 also at 95% confidence 

level. 

The Comparison 

A comparison of the rigorous and the overconstrained 

adjustments was made by computing position differences, their mean 

and standard deviations (Table 4.1). Position differences were also 

plotted as vectorial sums of the coordinate differences (Figure 4-7). 

The differences between the two solutions range between 1.1 ems and 

9.1 ems with a mean of 5.4 ems and standard deviation of 1.87 ems. 

The differences in adjusted distances do not exceed 5 ppm a require-

ment that satisfies first order networks [EMR, 1978]. 

4.3.4 The one-point-fixed solution 

We recall the expression ( 4. 3) defining the \\eight matrix 

~f 

0 . 0 
J 

c.f 0 
0. 
J 

c f 0 n. 
x. 

J 
~nf- (NI, N N-lN, )-1( N' NI-l ) o. --, .. -1 ... u.-, .. u 

J J J J n nn 11J J J n nn n 

nf 
Px. ; 

J 

4. 18 

4. 19 

4.20 

4.21 
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Table 4.1: l'osi tion Di fferenecs Bcti-Jccn the Overeonstraincd 

and the Px-Adjustment Solutions (in ems). 

-----------------------------------------------------------~ I I I I 

!Ji fferences ' 1 Differences; 
~ _____ l _______ l _____ l ~ ~------r------r-------

-~ -~ I 
~ ~ 

1 2 : /':,x_ 1 /':,)' 1 d :~1E/\N d : 2 1 /':,x_ 1 t-,y 1 J 1 

: ___ ~--~-----~-------~-----~~~-~~t--~-~------~------~------: 
I I I I I I I I I 1 
I I I I 

: 1 2 I 3 1 4 I 5 1 6:7: s I 9 I 

I ______ J _____ ~-------~-----~------~----L ______ L ______ L ______ L 
I I I I I I I I 

l 2 0.01 I 6.62 I 6.62 24 l. 25 3.36 I 3.59 

25 l . 70 0.41 l. 75 I 27 2. 07 -2.93 I 3.59 

28 0.91 I -5.88 5.95 I 29 :-0.91 -7. 39 7.45 I 

-r 
.)~) 

I l. \ l -2. 16 I 2.58 I 30 -0.91 6.61 I 6.67 

~) 
,)_ 

I 0.80 I 4. 14 4.22 31 0. 0() I 5.46 5.46 

.)8 I -2. 41 7. 07 I 7. 4 7 I 33 0.85 ) -~ _,.).) 2. 4 8 
I 

21 I 0.53 8.08 8. 10 I 36 1. 6 3 -4.82 5.09 

so :-l. 28 s. 41 5.56 37 2.41 -7.46 7.84 

43 I -l. 14 s. 75 5. 86 39 l. 39 6.26 6.41 

48 3.90 -8.24 9.12 40 -0.93 6.00 6.07 

ll 0.57 6.87 6.89 41 -0.86 5.55 5.62 

I 3 2. 72 I 3.88 4. 74 42 -0.21 4.42 4.42 

14 4.85 I -1. 46 5.06 44 -0. 14 l. 12 1.13 I 

I 

IS 5. 4 3: -5.6 7 7. 65 45 -3.04 -l. 02 3.21 

16 l. 56 4. 79 I 5.02 I 46 0.61 -3.56 I 3.61 

l 7 I 2 . ()() I 0.43 I 2.69 47 -0. 18 I -5.82 5.82 

IS I 3. 08 I -2. 77 I 4.14 49 2.38 -7.97 8.32 I 

19 I 2.92 -4.38 I 5.26 51 I -l. 57 5.67 5.88 I 

")"1 0.09 6.59 I 6.59 r"") 
::>~ 

I -2.50 4.50 5.15 I 

--,- I 0.54 5.68 I 5. 71 '- .) I I 

I I I I I I 

I ______ l _____ _______ j _____ l ______ 
----L------L------

_ _____ L 

~!EA.~ of d 5. 35 ems 

R~1S of d l. 87 ems 
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' -l -1 
(N .. -N. N N . ) 

J J J n nn llJ 

-1 .'-1 -1 Px - (N -N .N .. N. ) 
n nn nJ J J J n 

-1 -1 
(N .. -N .N N. ) 

JJ nJ nn Jn 

' -1 -1 
(N -N . N. . N. ) 
. nn nJ JJ Jn 

4.22 

4.23 

·1. 24 

4.25 

The superscripts f and nf respectively stand for fixed and non-fixed 

points. 

As in the overconst rained case the one fixed point 1s not 

estimated. Equations (4.23) and (4.24) are again the standard 

expressions of a fixed point adjustment in a partitioned form 

[cf., Wells and Krakiwsky, 1971; Meiss1, 1982]. 

4.3.5 Comparison of fixed-point and rigorous results 

(a) The fixed point vs rigorous solutions 

The same simulations ~>"ere used as in section 4. 3. 3. The 

densification network was first adjusted in a rigorous way, then by 

holding station 48 fixed at the position given b~· the first order 

adjustment. 

Figure 4.8 presents the 'absolute' 95% confidence ellipses. 

The ma_1or axis of the furthest points are about 10 times larger than 

those in the immediate vicinity of station 48. Table -1.2 oives ,., the 

position and coordinate differences bet1vcen the L •eel-point and 

rigorous adjustment results. The position differences range bct1.,;ccn 
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Figure 4-8: Absolute error ellipses in the fixed-point 

adjustment at 95% confidence level. 
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Table 4.2: Position Differences between Fixed-Point and Px-

Adjustment Estimates (in ems). 

r-----,--------,--------------,-------,----,-----------------------1 
I ~ I I 1 I C I I 

1 .3 1 : Differences 1 .3 1 
_______ Q~f.f~~~~~::~-----~ 

4-J ,- - - - - - - - ~- - -- -- - I- - - - - - - ~ I ~ I r 
ell I (', I !'J. r I d /'I[: A.J\j d I C'J (', !'J. d I 

1 ~ : X : ) : :m-1s (d) : ~ 1 X 1 y 1 ~ 
r-----,--------,-------,------,-------,~---,--------~-------,-----, 
I I I I I I I 

: 1: 2 I 3 415 6 7 8 9 
~------~--------~------- ______ } _______ } ____ --------~-------~-----~-

1 I 

12 -6 3. 2 -76.8 99.5 24 -46.8 I -53.6 I 71.2 I 

25 -45.9 -31.2 55.5 27 -37.9 I -10.0 I 39.2 I I 

I I 

28 -15.9 26. l 30.6 29 -39.5 :-102.5 :109.9 

35 -25.3 -25.3 35. 7 30 -34.6 -92.5 98.8 

32 -38.8 I -62.5 73.6 31 -38.7 -75.4 84, 8 I I 
I I 

38 -20.1 I -107. 2 I 109. 1 33 -35.5 -47.8 59.5 : 

21 -58.9 -96.9 113.4 36 -17. 1 -12.9 21.4 : 

50 - 1.6 -88.8 88.8 ?,7 1. 23 9.25 9.33 

43 I - ('i. 1 -66. 2 66.5 39 -19.2 -92.5 94.4 

48 3.9 - 8.2 9. 1 40 1 -22.3 -82.7 85.7 
I 

11 -66.8 -85.8 I 108. 7 41 : -16.1 -73.1 74.9 

13 -68.8 -51.2 85.7 42 -25.2 -64.4 69.2 

14 -74.8 -12.5 75.81, 44 -13.6 -43.9 46.0: 
I I 

15 -76.0 31. 2 82.2 : 45 20.8 -40.9 I 45.9: I 
I I I 

16 -57.6 -60.6 83. 7: 46 - 4. 61 : -23.2 2 3. 6 : 
I I I 

17 -55.7 -29.1 62.9 : 47 24. 7 I -16.9 29.9 : I 
I I I 

18 -53.2 - 4. 32 53.4 : 49 9. 89 : 8.15 12.8: 
I I 

19 -46.5 13.3 48.3: 51 - 0. 01 : -77.8 77.8: 
I 

22 -54.8 -85. 3 I 101.4: 52 8. 1 -66.0 66.5: 
I 

-,~ -53. 2 -73.9 I 91.1 : .c.) I I 

I I I 

------ ________ ! _______ ~ ______ j _______ ________ j _______ _ ____ J 

~lEA.~ of d 66.56 

IZJ-IS of d = 29.94 



/!1 t2 
13 --- H ~ ts 

/ 2\ / 

I 1/ 7 
16 

/ 
!7 

~~ --
/ 

24 25 

I 
29 / ---- 19 JO/ J I 

,/ I 
32 

/ 
JJ 27 --I 

--..J 
C\ 

I 42 

I Ji 40 I / 
35 

I I I " r 3G 
~4 

""' I 2<..'\ 

4G 

,J 

43 I 
I 37 

45 

I 
50 

/ 49 

\ 
52 

100 CMS \ 
45 

47 
'-,... 

.... 

Figure 4-9: Distortions in the fixed-point densification. 
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9.1 ems and 113.4 ems with a mean of 66.6 ems and a standard deviation 

of 29.94 ems. The differences plotted in l:igure 4-9 arc the equiva­

lent of 90 ppm of the mean distances in the network. The difference 

in adjusted distances is of the order of l-2 ppm. These results 

show that the fixed-point adjustment solution is internally consistent. 

Hmvever it is probably translated and rotated 1.;ith respect to the 

rigorous solution. 

(b) The transformed fixed-point compared to the rigorous solution 

A comparison of the transformed fixed-point solution and 

the rigorous solution was performed by transforming the fixed point 

results to the coordinate system of the rigorous results and 

computing the position differences. The parameters to transform 

the "fixed-point" adjusted coordinates were computed from the t1w 

sets of coordinates of the junction points using the programs SMfRA 

(Appendix V-6). SHfRA applies the least-squares fit to compute 

the ttanslation parameters, rotation and scale factor. The trans­

formation was performed using program SI~ITRA (Appendix V-7). 

The coordinate and position differences between the 

transformed solution and the rigorous solution is given 1n Table 4.3. 

The position differences lie between 1.9 ems and 20.7 ems 1vith a 

mean of 9.4 ems and a standard deviation of 10.53 ems. These posi­

tion shifts are of the same order as the differences in the adjusted 

distances of the fixed-point in Figure 4-10. The existence of these 

differences show therefore that even a minimal constraint solution 

with transformation cannot replace the rigorous adju5tment in 

network densification. 
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Table 4. 3: Position Oi fferences Between Trans formed Fixed-Point 

Adjustment Solutions (in ems). 

----,-----------------------,------,----,----------------------. 
I J I I 

§ : Differences :t-1EAN d: § 1 Differences : 
•.-1 ~------------------------1 I ·.-1 ~----------------------...) +J I I I I I -4-.J I I I I 

1 ~ : ~x : ~Y : d :RMs (dJ: ~ : t:.x : t:.y : d 
I C/) I I I I I tl) I I I I 
I ____ J ________ J _______ J ______ J ______ J ____ J ______ j _______ J _______ ...J 
I I I I I I I I I I 
I I I I I I I I I I 

: __ ~_j ____ ~ ___ j ___ ~---~---~--J---~--J--~-~---~--J----~--~----~--~ 
I I I I I I I I 

I 12 7.66 : -9.75 12.40 I 24 : -0.63: -8.98 9.00 
I I 

25 }. 36 I -6, 35 6. 49 27 -2, 2 3 : - 7. 0 7 7. 41 

28 

35 

32 

38 

21 

50 

43 

48 

11 

13 

14 

15 

16 

17 

18 

19 

22 

I 2 3 

-5.77 -0.41 

-4.22 -8.78 

-4.78 -9.38 

-1.78 -2.77 

1.38 -1.28 

-18.62 -8.99 
I 

-11.48 1-11.90 

-3.09 -8.69 

9.10 -6.55 

3.00 

2. 71 

4.90 

1. 97 

1. 48 

0.94 

-1. 14 

1. 46 

l. 78 

-8.76 

-5.01 

-6.26 

-9.74 

-6.69 

-6.45 

-6.59 

-4.44 

-7.78 

I 

5. 78: 

9. 74 

10.53 

3. 29 

1. 88 

20.67 

16.53 

9.22 

11. 19 

9.26 

5.44 

7.95 

9.94 1 

6.85 

6.52 

6.69 

4.67 

7. 98 

I 

29 -3.03: -2.75 

30 -2.95 -4.15 

31 I -3,34 -7.60 

33 -2.71 -9.45 

36 -4.56 -8.60 

I 37 -2.20 -5.88 

39 -7.16 -5.30 

40 -6.64 -7.72 

41 -8.92 -10.25 

42 

44 

45 

46 

I 

-5.96: -10.05 
I 

-6 . 0 2 : -11. 29 
I 

-6.06: -14.07 
I 

-4. 4 3 : -10. 30 

4.09 

5.09 

8. 30 

9.83 

9.73 

6.22 

8. 91 

10.18 

13.59 

11.68 

12. 79 

15.32 

11.21 

47 -1.74 -12.05 12.18 

49 I -1.05 -6.82 6.90 
I 

5 } : - 14 . 3Q - }}. () 6 I l 8 . 4 5 I 

I I I 

52 :-11.90 -13.45: 17.96: 

I 
I 

I I I I J I I I I L ____ J ________ J _______ l ______ l __________ J ______ l _______ J _______ J 

MEAN of d = 9 . 44 ems 

RMS of d lO. 53 ems 
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4.4 Correcting the Overconstrained Solution 

In the remaining part of this chapter we seck to correct 

the overconstrained and fixed-point position and error estimates. 

These estimates are made rigorous by adding a correct ion vector 

116 1 1.-hich, in a partitioned form, is equal to; 

( ::D = (;:) -(;D 4.27 

All final expressions of corrected vectors and covariance matrices 

shall, for practicality, be expressed using vectors and matrices 

obtained from the non-rigorous adjustments. 

:t.l.l The jw1ction points 

The positions of the jW1ction points are, as seen in 

section 4.3.1, not estimated in an overconstrained adjustment. 

Substituting equation (4.12) into (4.27) gives; 
I 

116 . 
J 

6. 
J 

-1 
-H .. (u. -N. N u ) 

J J J J n nn n 

Consequently, the covariance matrix (4.28) is; 

c I 

116 . 
J 

c 
0. 

J 

Equations (4.28) and (4.29) sh01,• that a rigorou<; adjustment of 

the S_ subnetwork of S7 is necessary h'hen an improvement of the 
.) 

overconstrained solution is contemplated. 

4.4.2 The neh' points 
, I 

4.28 

4.29 

The appropriate exprcssi ons for ,', and,', are obtained 
-11 11 

respectively from cquatjons (3.21) and (4.1S). Substituted into 
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the second equation of (4.27) they give; 

or 

vo 
11 

-II u 
nn n 

- 1 
II N .N .. u. 

nn nJ J J J 
-1 

+ N u 
nn n 

' -1 
'V6 = (N -II ) u 

n nn nn n 
-1 

+ N N .H .. u. 
nn nJ J J J 

Lets us introduce the following identity [Liebelt, 1967]; 

(C-BTA- 1B)-l :: C-l+C-lBT(A-BC-lBT)-lBC-l 

\\~1en the matrix II (equation (2.48)) is expressed using (4.31) 
nn 

Then, 

II 
nn 

N- 1 + N- 1N .H .. N. N- 1 

-1 N -H 
nn nn 

nn nn 11J JJ Jn nn 

-1 -1 
-N N .H .. N. N 

nn nJ J J J n nn 

where, II.. is defined in equation (2.47). 
J J 

4. 30 

4.31 

4. 32 

4. 32 

Equation (4.32) can be substituted into (4.30) and rearranged to 

give; 

'Vc 
n 

N-lN .H .. [u.-N. N-lu ] 
nn nJ J J J J n nn n 

Equation (3.20) is then substituted into (4.33). The result 

(neglecting "-") is; 

' -1 'Jt5 = -N N . o . 
n nn nJ J 

4.33 

4. 34 

The rigorous solution for the ne1> points is finally obtained by 

substituting (4.34) into (4.27) and evaluating o as; 
n 

then, 

6 
n 

X 
11 

~' 

6 
n 

' I 

X 
n 

-1 ~ 

N N .6. 
nn nJ J 

Equation (-1.28) and (-1.34) can be expressed jointly as; 

4. 35 

4. 36 



82 

4.37 

The improvement becomes computationally advantageous, using the 

-1 expression (4.36), when the normal equations inverse N is preserved. 
nn 

The matrix N . is assembled while computing 6 .• 
n] J 

Using the existing N-l instead of formulating and invert­
nn 

ing (N 2+Px) as required by the rigorous adjustment saves computer 

storage and time. The savings can be roughly estimated by comparing 

the ntunber of multiplications required to obtain 

If say, the row dimension of H .. is half that of 
J J 

-l 
(N 2+Px) and H ... 

]] 
-1 

(N 2+Px) , i.e., 

50% of the points in s2 1vere overconstrained (in the non-rigorous 

adjustment) then it is estimated (in a simil~r way to Appendix II) 

that only 37.5% of the total number of multiplications required to 

obtain (N 2+Px)-l will be required to obtain H... For a relatively 
JJ 

smaller H .. , as often encountered in practice, the savings are 
]] 

higher. 

4.4.3 Correcting the covariance matrix, c·• 
X 

n 
The covariance matrix obtained by correcting the non-

rigorous positions must be equal to that obtained in the rigorous 

adjustment. Consequently, the covariance matrix of the corrected 

positions can be obtained from equation (3.44) if the final positions 

are computed as; 

X 
n 

x(O) + c6' + 'V6 ) 
n n n 
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A practical expression for the corrected covariance matrix 

must be expressed 1n terms of the already formed non-rigorous 

covariance matrix C~'. Equation (3.44) is expressed using (4.32) 
X 

as; 

c 
X 

n 
ll nn 

n 

1\'e recall equation (4.17) Hhich then transforms (4.38) into the 

form; 

c 
X 

n 

4.33 

Equations (4.36) and (4.39) require the rigorous solution of the 

subnetwork of junction points to be knoHn. Rigorous adjustment 

of the s3 subnet1vork of s2 is therefore the first important step 

to~ards improving the overconstrained solution. Computationally, 

the adjustment still constitutes an advantage over a readjustment 

of the whole network as discussed in section 4.2 . 

.-). 5 Correcting the Fixed-Point Solution 

In this section the vector required to correct the (non-

rigorous) fixed-point solution to a rigorous one is computed as 

in Cl. 27). The riga rous expressions are obtained from the weighted 

position constraint adjustment. The non-rigorous expressions are 

derived in section ~.3.4. 

~.S.l The junction points 

(a) The correction vector 

The junction p;,i.nt held fixed in the fixed-point adjust-

ment 1s not estimated. It follows therefore from section 4.4.1 
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that this point must be estimated prior to performing the correction 

of the non-rigorous solution. A network must be triple partitioned 

as in Appendix IV. Estimation of the correction vector then uses 

equation IV.40. It is assumed here that the matrix of normal 

equations is fully populated and is the same as in the rigorous 

case when the Px-matrix is omitted in both cases, i.e., the 

difference between the two adjustments lies in the use of the 

Px-matrix only. 

The first equation 1n (4.27) is recalled and appropriate 
hI 

expressions foro. and o. obtained from equations (3.20) and (4.21) 
J J 

to give; 

vo . -l -l 
-H .. u. +H .. N. N u +H .. u. -IL . N. N u 4.40 

J JJ J JJ Jn nn n JJ J JJ Jn nn n 

where, 
I I -l -l 

H. . (N .. -N . N N . ) 
JJ JJ Jn nn nJ 

I I 

N.. N .. +Px. 
JJ JJ J 

Equation (4.40) can be written as; 
I I -l 

'Vo. = (H .. -H .. )u.-(1-1 .. -H .. )N. N u 
J JJ JJ J JJ JJ Jn nn n 

4.41 

Let us introduce a matrix identity [cf., Mickhail, 1976]; 

4.42 

Let us then apply this identity to the terms \•i thin the brackets 

in (4.41). We obtain; 

where, 

I -1 
(H .. -1-1 .. ) 

JJ JJ 

1 -1 -1 -1 
:::: -H .. ~Px. H .. 

JJ J JJ 

1 -l -1 
H .. -H .. = Px.-Px. t.IPx. 

JJ JJ J J J 

the inverse becomes; 



I 

II .. -1!.. 
I 

-11.. t.Px .II .. 4. 4 3 
J J J J J J J J J 

Substituting (4.43) into (4.41) \vhile considering the expression 

f ~nf b . or u. we o ta1n; 
J 

(4.21) 
I An f 

\/o. = 11 .. 6Px.o. 4.44 
J J J J J 

Anf 
when IJo. is added too. 1._re obtain the rigorous 8., i.e., 

J J ] 

0. 
J 

(I I) . ~ !1 f 
-ll .. t. X.)u. 

J J J J 
4.45 

Let us recall again the II .. given in equation (~.-!7) and express 
J.l 

-1 
H .. in the fol10\,ing form; 

J J 
-1 I -1 I 

H .. = (N .. -N. N N .)+Px.+6Px. 
JJ JJ Jn nn nJ J J 

4.46 

The inverse H .. to be used in equation (4.45) is obtained as the 
J J 

RHS of ( 4 . 46) which is ; 

I -1 1 
H .. = (H .. + 6Px.]-

JJ JJ J 
4.47 

or (cf., Appendix II), 

I I I 

H .. =H .. -H .. nPx.H .. 
JJ JJ JJ J JJ 

Equation (4.47) is much more advantageous to be used in expression 

( 4. 45) than (2. 4 7) because both matrices under the square bracket 

already exist from the non-rigorous adjustment. The use of (4.47) 

makes it possible to avoid compilation of the matrix N .. This 
Jn 

-1 matrix and N are taken directly from the non-rigorous adjust­nn 

ment. 

(b) The estimated positions 

The correct positions of the junction points can be 
I 

obtained by adding IJ6. to the non-rigorous position estimates, i.e., 
J 



X. 
'' 'n f 
x. -II .. !J.Px.6. 

J ] J J J J 

The matrix II .. being compiled only in a rigorous adjustment can be 
JJ 

substituted by an expression in terms of already compiled H .. 
J J 

matrix of the non-rigorous adjustment, i.e., for 

\\'here, 

-1 
II .. 

J J 

'-1 
II.. + LIPx. 

JJ J 

' el'x. Px.-Px. 
J J J 

'-1 -1 
II .. = (II .. +!J.Px.) 
J] J J J 

applying the identity (4.42) to (4.50) gives; 

' ' -1 -1 -1 
H .. = H .. (H .. +LIPx.) !J.Px. 

JJ JJ JJ J J 

Substituting (4.51) into (4.48) gives; 

,, H '(11 1 + tJ.Px~ 1 ) -l,S~f 
xj = xj - jj jj J J 

' -1 -1 '-1 '-1 -1 '-1 
(H .. +LiPx.) =H .. -H .. LiPx. H .. 

JJ J JJ JJ J JJ 
But, 

which when substituted in equation (4.52) gives 

'' -1 '-1 'nf 
x. = x. - (I - LIPx. H. . ) 6 . 

J J J JJ J 

Equation (4. 54) is convenient to correct the non-rigorous 
' ' 
x .. 

] 

4.49 

4.50 

4. 51 

4.52 

4.53 

4.54 

'-1 Inversion of matrices is not required since H .. already exists. 
J J 

4. 5. 2 The ne1v points 

(a) The correction vector 

The vector required to transform the fixed-point solution 

of the new points to rigo~ous position estimates is the second 

equation in (4.27) using proper expressions from the fixed-point 

adjustment, i.e., 



or 

1vhcrc, 

o-
·J I 

A ' ·.-/ ,s ~s - 5 
11 11 11 

'V6 
n 

' ' '-1 = -(1! -H )u -(1! -H )N .N .. u. 
nn nn n nn nn nJ JJ J 

' ' l'x. is used in the dcfini tion of N .. and H 
J J J nn 

II 
11n 

II 
nn 

-1 -1 ' -1 
N +N 0! .II .. N. N 

nn nn nJ J J J n nn 

~- 1 +01- 1 :--; .11 .. N. N-l 
nn nn nJ JJ Jll nn 

the Jiffcrci1Cl' hcth'Cen (.'1.5()) and (4.57) becomes; 

II -il "\-I\ .(11:.-II .. )N. N- 1 
1111 1111 1111 llJ' .1] JJ Jll 1111 

4.55 

4.56 

4.57 

The expression for the difference of the submatrices of the inverse 

' of normal equations for the junction points H .. -H. . is derived 
JJ JJ 

in equation (4.43), 1vhich on substitution into (4.58) gives; 

H -II 
nn nn 

,,- 1N' 1-1 P H1 N N-l -,, I ... /1 X .... 
nn nJ J J J J J J n nn 

We recall equation (2.50) and write (4.55) as; 

' ' -1 ' 'V6 = (H -H )u - N N . (H .. -H .. )u. 
n nn nn n nn nJ JJ JJ J 

Substituting (4.58) into (4.60) gives; 

176 
n 

-1 ' -1 
N N .(H .. -H .. )[u.-N. N u] 

nn nJ J J J J J J n nn n 

' 

4.59 

4.60 

4.61 

The expression for the matrix difference (H .. -H .. ) is derived in 
JJ JJ 

equation (4.43) 1d1ich on substituting into (4.61) gives; 

'V6 
n 

-1 ' -1 
-N N . H .. l\Px. H .. [u. -N. N u ] 

nn nJ JJ J JJ J Jn nn n 

but from equation (4.42), 

' (IL . - H .. ) = H .. b. P x . H .. 
JJ JJ JJ J JJ 

\vhich on substituting into (4.61) gives; 

\78 
n 

-1 ' -1 
-N N .H .. l\Px.H .. (u.-N. N u] 

nn nJ JJ J JJ J Jn nn n 

On the other h:1nd, using (t\.50) and (4.S3) 1n (4.62) gives; 

11 
N - 1 N . ( l - 1\P x ~ 111 : ~ l ) tS ~ f 

nn nJ J JJ J 

4.62 

4.63 

4.64 

4.65 



Then; 

4.66 

Equation (4.65) is more suited to correcting the non-rigorous 

solution due to the availability of all matrices, and the correction 

vector 6~f from the non-rigorous adjustment. 
J 

(b) The estimated positions 

The corrected positions are obtained by adding (4.65) 

' I 

to the non-rigorous positions x , i.e., 
n 

~~ -1 -1 1 -l 'nf 
x = x +N N .(I-t,Px. H .. )6. 4.67 

n n nn nJ J J J J 

Equations (4.54) and (4.67) can be combined into one equation as, 

( 
-I ) -1 1 -l 'nf 

+ (I-t,Px. 1! .. )6. 
-1 J JJ J 

+N N . 
nn nJ 

-l.6R 

Equation (4.68) is the correction expression for both junction, 

and new points positions of the fixed-point adjustment. 

4.5.3 Correcting the covariance matrices c-• and c-~ 
--------~~-------------------------X.----- X 

J 11 

Covariance matrices of a corrected solution are evaluated 

below using a modified form of the expressions (3.43) and (.).44). 

The modification is necessary so that matrices derived in the non-

ngorous adjustment can be used directly. Thus, substituting ('l. 50) 

into (3.43) gives; 

c 
x. 

1 -l -1 
= (H .. + t,Px.) 

J J J 
J 

but (cf., equation II.8 of Appendix II), 

I -1 
(H .. 

J J 

-1 
+ LlPx.) 

J 

I I I 

H .. H .. LlPx.H .. 
J J JJ J JJ 

.j. 6~1 

-~. 70 
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then 

' c H .. II .. f:.Px H .. 
x. 

J 
J J JJ j JJ 

On the other hand, substituting (4.50) into (4.57) gives; 

Substituting (4.70) into (4.72) we write; 

c 
X n 

1.. ' -1 
C ~ ' +N - J'J II . . N . N 

x11 nn 11j JJ Jn nn 
-1 . ' ' -1 N N .H .. 6Px.H .. N. N 
nn nJ JJ J JJ Jn nn 

'l. 71 

4.7?. 

4. 73 

All the matrices used in (4.73) are, as expected, obtained from the 

non-rigorous adjustment. Equations (4.71) and (4.73) are respect-

i vely the expressions for correcting the covariance matrices of the 

non- fixed junction points and the new points of the fixed-point 

adjustment. 



S. 0 STATISTICAL TESTING OF DENS I r-ICATION NETWORKS 

5. l Testing Considerations 

Statistical tests of geodetic net\\•orks are designed as 

quality control on tl1e observations and estimated parameters. The 

role of statistical tests in dcnsification networks is broadened 

by the existence of a second set of positions for the jtmction points 

which leads to compatibility testing - a subject that has yet to 

be appropriately addressed. On the other hand, quality control of 

observations and estimated parameters is quite well covered in 

standard literature such as Hamilton [1967], Hogg and Craig [1970], 

Wells and Krakiwsky [1971], Mikhail [1976], Vanicek and Krakiwsky 

[1982] and Chen [1983]. 

Testing can be done on the observations alone or in 

conjunction vJith their fit to the formulated mathematical model. 

This chapter h'i ll revieh' the latter which is particularly affected 

by the strain imposed on the neh' observations by the auxilliary 

model (3.4). The fit shall be discussed first in light of a postu­

lated probability distribution function (P.D.F.), ~. and second in 

search for outliers. 

Quality control of a nenwrk can also be examined in light 

of its compatibility 1vith ;Jn independent determination. Rigorous 

dens i fication gives· , ilc poss i bi 1 i ty of estimating a second set of 

90 
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positions for the junction points. The statistical compatibility 

of the j1mction point solutions from the existing and densification 

netKorks, using an appropriately derived weight matrix of the posi-

tion differences, shall be addressed. 

5.2 Testing the Postulated P.D.F. 

As a result of the least-squares adjustment process, a 

vector of estimated observations 1 is derived which is consistent 

"·ith the mathematical model. The misfit of 1 to the model is 

expressed by the vector of estimated residuals, r. In rigorous 

densification the vectors£ and rare (see section 3.1); 

2. = G:) 
r = (J 

A multivariate normal P.D.F. for the residuals r can be written 

[cf., Hogg and Craig, 1970] as; 

1 1 ~T -1 A 

- e xp [- -( r C r 1 ] T 2 r · 5. 1 

1\here, T = 
n/'J 

( 2n) - (de t Cll/2 
r· 5.: 

c c A 

r2 r2r x 
c 5.3 r 

c A c 
r xr2 r 

X 

n dim(r) 
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The t~o matrices c· 
r2 

and C 
r 

in equation (5. 3) are singular which 

make the P. D.F. (S.l) meaningless. Often the \\'eight matrices P 2 and 

P are used respectively. The P.D.F. for the adjusted observations 

I 
is then; 

• J 1 -T -
¢~ = f exp[- 2cr Pr)] 5.4 

where, 
·T - -T - - -
r Pr = r 7 P 7 r 7 +r .P .r ·' assuming c· · 

_ - - X X X r2 r~ 
0, are the sum of 

the squares of the weighted residuals r 2 and rx Let 

-T - - -
r P r +r P r 

2 2 2 X X X 

Equation (5.5) represents a family of ellipses. Each ellipse 

5.5 

represents a confidence region at a prescribed probability level . 
.., ? 

One ellipse can be specified by specifying a value KL. for k~ 

[~ikhail, 1976]. Since the quadratic sum (5.5) is Chi-square dis­

? 
tributed, the value of K- can be taken to be the percentile of the 

7 7 
-,.--distribution function (Y.•hen o- is knoh'n) or F-distribution 
r, 0 

2 
(when a is unkn01m) at a specified confidence level, 1-a. Equation 

0 

(5.5) gives the test on the quadratic form of r as; 

-T - -T - ? 
r 7 P2r 7 +r P r < x- 1 5.6 

- - X X X - n, -a 
7 

Equation (5.6) '''hen devided by a0 and the number of degrees of 

freedom, df, gives; 

-2 
c 

0 

2 
0 

0 

< 
1 2 5. 7 

2 
The expression (5. 7) is the x -test on the variance factor [Neils 

and Krakiwsky, 1971; Neimeier, 1979; Kok, 1977, 1980]. The test 

7 
is designed to test the correctness of o-. 

0 

Individual elements of r 2 and rx can also be tested 

(in their standardized forms) as to ,,·hether or not they satisfy the 
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postulated P. D. r. (5. 4). Such a test - the Chi-square goodness of 

fit test is described in llogg and Craig [1970], Wells and Krakiwsky 

[1982]. The test statistic is; 

r. 
1 2 

< xn, 1-a 
a. 

1 

5.8 

The standard deviation a. of the i-th observation with a residual 
1 

r 7 is extracted from the covariance matrix c;,. 
- t 

5.3 Searching for Outliers 

Surveyors and geodesists pay great attention to the problem 

of identifying outliers in the observations when their presence is 

suspected. If the observations l of the mathematical model 

" A6+w=r are partitioned into observations with gross-errors l and 

those without gross errors l , the model itself can also be 

partitioned as; 

5.9 

where, 

5.10 
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Statistical tests in search for outliers seek to reveal the residual 
'!I '!I 

vector r and hence indirectly, the parameter vector 8 affected by 

" the outliers R.. The null hypothesis is formulated as [Forstner, 

"'" " 1979; Chen, 1983] 1-! :.S =0. In practice it is assumed that R. =0 
0 

during the adjustment. Then to test the presence or absence of 

'tt 

outliers it is first hypothesized that r equals to some "boundary 

val uc' 'V ~c .• 
0 l 

A number of techniques have been devised to test the above 

h)lJOthesis by assessing each element of the vector r against a 

statistic formulated for each technique. The 1o~idely acclaimed 

testing techniques are data snooping [Baarda, 1968], T -test [Pop.e, 

1976] and t-test [Heck, 1981]. A comprehensive review of these 

techniques is given 1n Van Mierlo [1981], Kavouras [1982] and 01en 

[1983]. The last author's "generalized method" derives a general 

statistic of which all the above are special cases. 

The performance of the above tests for outliers depends 

on the geometrical strength of the net1vork as characterized by the 

redundancy numbers, q. . [ Baarda, l9o 8; rors tner, 19 79; Ackerman, 
ll 

1981]. The average redundancy (average value of the redundancy 

numbers~ in a particular net~>•ork t)1Je is fairly constant at 0.5 

for triangulat.ion and 0. 33 for levelling [Pope, 1976]. This means 

that the marginally detectable gross-errors are also likely to be 

constant for a given network type. Using, for example, data 

snooplng marginally detectable gross-errors of 6. 2o n at s 92'J.; 
"- 0 

[Ackerman, 1981) and 4.2on at B = 80Yii [K:lVouras, 1982] are 
>C 0 

reported for triangulation. The obser\.ltions containing gross-
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errors smaller than the quoteJ values arc not regarded, by these 

techniques, to be out l ic rs. In fact much l argcr errors than the 

marginal values quoted above are not detected by the above techniques, 

as is explained below. 

5.4 Redundancy Numbers and Network Distortions 

The residuals r upon 1\hich the statistical tests are 

based constitute only one component of the observation errors 1'!.9. 

~! 

(Pope, 19 76]. The other component r is left unexamined. It is 

possible to write for one observation-error/',(. that (Forstner, 1979; 
1 

Kavouras, 1982]; 

1>here, 

6.L 
1 

r. 
1 

~! 

' ! 

r. + r. 
1 1 

q .. 69... 
11. 1 

r. = m .. M .. = (1-q .. )M .. 
1 11 1 11 1 

5.11 

5.12 

5. 13 

It is clear from equations (5 .12) that 1vhen qii =0 any error lli.i 

will not be transformed into residual and cannot be detected. In 

general, outliers are more difficult to unveil when q .. is small. 
11 

Example; A point C in Figure 5.1 is fixed from two known points 

A and B by observing the angles s1 and [3 7 • 

c 

Figure 5.1: Intersection of Point C. 
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In this problem C = 0. Therefore q .. and hence q .. D.£. = 0. Any 
r 11 11 1 

errors in s1 and s2 cannot be evaluated. Such errors 1-'ill affect 

the position of C. 

Definitions; 

The redundancy numbers qii are by definition the diagonal elements 

of the matrix product c-p [Baarda, 1968; Forstner, 1979], i.e. I 

r 

q .. : = (CP).. 5.14 
11 r 11 

The elements m .. in equation (5.13) are the diagonal elements of 11 

a matrix M. The expression of the matrix M can nm" be developed. 

We recall the expression of the covariance matrix of the residuals 

c· to be [Vanicek and Krakiwsky, 1982]; 
r 

where, 

then, 

C = C - ACAT 
r II. x 

c· is the covariance matrix of adjusted positions 
X 

C.~~_ = p-1 

5.15 

The expression for c· given in equation (3.41) is substituted into 
X 

:: 

(5.15) to give (for N=N); 

CP = I - ~I 
r 

1vhere (see also Appendix III), 

-1 T 
M = A(N+Px) A P 

Considering one element 1n (5.16) we obtain; 

q. . = 1 - m .. 
11 11 

5.16 

5.17 

5.18 

1vhich when multiplied by /H. on both sides gives equation (5.11). 
1 

The elements m .. are therefore the diagonal elements of the matrix 
11 

expressed in equation (5.17). 
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Gross-Errors in an Adjusted Network 

We now consider a gross-error Vl. in the i-th observation. In 
1 

the adjustment process Vl. is decomposed into r. = q .. Vl., the 
1 1 11 1 

effect of the gross-error on the i-th residual and r. = m .. Vl., 
1 11 1 

the effect of Vt. on the adjusted observation 2.. Then similar to 
1 1 

(5.11); 

'72. = q .. Vl. + m .. Vl. 
1 11 1 11 1 

If a given test for outliers passes the whole '72., and not only 
1 

5.19 

q .. Vl., is disregarded by such a test. Judging the sensitivity of a 
11 1 

statistical test on the basis of r. is therefore misleading. 
1 

Equation (5.19) says, in fact, that r. < '1/9.. [cf.,~Heus, 1982]. 
1 1 

A word on the search for outliers in the rigorous 

vis-a-vis non-rigorous adjustment is in order. The auxilliary 

model (3.4) introduces additional information in the form of pseudo-

observations, 1 , which is absent in the models for the non-rigorous 
X 

densification (Chapter 4). Addition of pseudo-observations increases 

the number of degrees of freedom and improves the reliability of 

the network. Statistically speaking it becomes easier for a test 

to reject outlying observations. The use of Doppler points as 

weighted position constraints in an adjustment of a part of the 

l"olaritime Primary network by Thomson [1976] increased the number of 

rejected outliers from two to six. Similar results are reported 

by Dracup [1975]. 

The effect of Vt. on the adjusted observations (m .. Vt.) 
1 11 1 

is transformed into poisition errors (Forstner, 1979, 1981; Ackerman, 

1980, 1981; V;>n l"olier1o, 1981; De Ileus, 1982]. Therefore, if \ve 
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arc to assess the effect of the gross-error 'VQ,. on the adiustment 
1 -

results, jt is necessary to assess the effect of m .. 'V9,. as \\tell. 
ll l 

If the affected posit ions are also kno1vn from an independent deter-

mination, a test for statistical compatibility becomes the next 

logical step. Junction points of the densification neth•ork provide 

a possibility for such a test to be made. 

5.5 Compatibility Testing 

S.S. l The test statistic 

To assess 1d1ethcr or not the densification solution 

(x7 ,C~ ) is statistically compatible with the existing solution 
~ X'"> 

(x 1 ,c~) h'e hypothcsi::c on the position differences, 6x. The null 
xl 

hypothesis for this test sets the position differences to zero, 

i.e., I! : 6x=O. 
0 

In testing the hypothesis, 1ve shall characterize the uncer-

tainty in positions through a probability, a. If the P.D.F. in 

each determination is a multivariate normal function, the function 

~ will also be multivariate normal [Hamilton, 
'6x 

(5.4) is recalled in h'hich (r,P) is replaced by 

1964]. The function 

-1 
(t.x, C Llx). The 

result is; 

l T -1 
.1. cxp (- ~7 iiX C. !n) 

- /J.X 

where, 

T ( ~ ) u/2 d ..:n et (C )l/2 
. i\X 

u = dim (t.x) 

C the cov:niance matrix of 11osition differences. 
6x 

The prohabi 1 i ty st:ttcment for the quadratic Slun, llxTC- 1llx at 
llx 

5.20 
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1-u confidence level is; 

5. 21 

The term in brackets defines a confidence region at 1-a confidence 

level for the quadratic sum. The test of the quadratic sum is made 

analogous to (5.6) as; 

T -1 ? 
b.x C b.x < C 

b.x 
s. 22 

K2 is the percentile of the x2-distrihution at 1-u confidence level 

and v, the degrees of freedom. 

5.5.2 The covariance matrix, C 
----------------~----~- b.x 

The mathematical model for rigorous densification by 

weighted position constraints have been formulated in a differential 

neighbourhood of the existing solution x1 . As such, the vector of 

position differences for the junction points equals to the correction 

vector of the same points, 6., i.e., 
J 

IJ.x == 6. 5.23 
J 

Consequently, 

c b.x c-
6. 

5.24 
J 

The expression for c-
6. 

is given in equation ( 3. 45). \ve note that 

p . -1 J 
X. c and H .. c 

J xl JJ x:J 
Equation (5.24) can then be expressed as; 

c = c - (' 
6x XI x2 

5.25 

Equation (5.25) was derived by Steeves [1983] by considering b.x 

as the residu:.ll vector of the pseudo-obscn·atj ons l). in a \veigh ted 
] 

position constraint adjustment. The equation is i.n agreement 1,·ith 

that of Blaha [197G] and Crafarcnd et al., [I.~JS3]. This equation 
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underscores the fact that the rigorous dcnsification solution 

is an improvement over the existing solution, i.e., the least-

squares norm of CAx satisfies the inequality; 

The matrix C, is non-negative definite. 
uX 

5.5.3 The outcome of the compatibility test 

5.26 

The densification net1vork is statistically compatible '"ith 

the existing network at 1-a confidence level when the inequality 

(5.22) is satisfied and incompatible othen,ise. The result reflects 

the effect of the gross-errors on the densification solution. This 

statement is some1"hat misleading hm,ever, because the effect of 

gross-errors in the existing network on the junction points is also 

assessed by the same test. 

A statement of the type given in (5. 19) for more than one 

observation must consider the correlation imposed on the residual 

vector by the mathematical model. Forstner [1979] orthogonolized 

one of the two terms with respect to the other. In either case, 

the correlations make it impossible to pinpoint the offensive 

observations. One of the ways one can get to individual outliers is 

through compatibility testing of subvectors of Ax or even individual 

elements of Ax whenever possible. 

5.5.4 Compatibility testing for subvectors of Ax 

Generally, the probability of any member Axj of !J.x to 

be 111 a given confidence region is higher than that of all the 
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m-members simultaneously. The probabi 1 i ty statement for a sub-

vector 6x. of 1'1x is; 
J 

T -1 2 
Pr[llx.C, !J.x. _< K ] > 1-u 5.29 

J oX. 1 J . 
The inequality (5.27) expands the individual confidence region 

of the subvector l'!.x. to keer) the test of each subvector in-context 
J 

of that of 6x. The probability statement (5.21) can be used for 

the subvectors llx. if the significance level of the test a is 
J 

changed, i.e., 

T -1 
Pr[llx.C, llx. 

J oX. J 
J 

") 

~ K'"] = 1-a' 5.28 

The significance level a' is suggested to be equal to [Thompson, 

19.38; Pope, 1976]; 
m 

a' = l: a 
1 

Equation (5.29) restricts the significance level a'. In turn 

5.29 

it restricts the number of subvectors llx. to be tested in context 
J 

of Clx. Such a restriction does not exist lvhen 6x. is tested 
J 

out-of-context of llx. 

5.6 Simulation Study 

Simulation studies were conducted to test the statistical 

compatibility of a densification net11•ork 1vith the existing net1vork 

1•hen both ncth'orks hac\ been founJ statistical Jy acceptable as 

solitary net1varks. The same observations (excluding distances) 

11•ere simulated for the networks given in Figures 4. I and 4. 2 as 

described in section 4. 3. 3. The adjustment and statistjcal testjng 

of individual net1vorks was performed using program GrOilAN [Steeves, 

? 
1978]. The tests included the X- goodness of fit test, the x--test 
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on the variance and the tau-max test (the routines of 1vhich are built 

in the program) all of which passed. 

The adjustment and testing of the densi fication net1•ork 

was repeated after one angle at each of the stations 22, 24, 27, 35, 

38, 42, 45, SO and 52 were burdened with additional errors of 2.So .. 
l 

As in the first case, the network passed the prescribed tests. 

Clearly, the additional 2.So. errors in the nine selected observations 
1 

1vere statistically acceptable to the testing techniques used, i.e., 

gross-errors were regarded as non-existent. 

The study proceeded to test the statistical compatibility 

of the densification and existing solutions as described in section 

5.5. First, the original densification solution (without the 2.5o. 
1 

errors) was tested using program CTEST (Appendix V) at 95°;; con-

fidence level. Second, the solution with the additional observation 

errors was tested, also using the same program and level of 

confidence as in the first case. 

The first test passed for all the junction points together 

and all the individual points respectively. The second test passed 

when all junction points 1vere tested simultaneously. 1!0\,·ever, an 

out-of-context test of individual points of the l>hole junction vector 

when additional errors were simulated, failed the test on 409<- of 

all junction points. The points "'hi ch fai I cd the test "'ere directly 

connected to the points at which the 2.5o. error was injected. 
1 

Unlike the tests in the solitary net1vorks therefore, the out-of-

context compatibility test l<as sensi tivc to the additional errors as 

expected from the discussion in section 5.3. The 2.5o. errors are 
l 
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regarded by this test to be gross-errors and the observations 111 

which the errors 1vere injected are regarcleJ as outliers. 

An additional test was performed to check the validity 

of the results given in the previous paragraph. This test was to 

assess the statistical compatibility of the two densification 

solutions and shoh' 1vhether or not the same conclusions as above 

could be reached. The net~>•orks 1vcre found to be compatible 1vhen 

all the :)9 points Here tcsteJ simultaneously. Testing subvectors 

of 13 and 5 points out-of-context of the 39 point vector sho~Ved 

that some of the subvectors 1vere not compatible. If more than 209;, 

of the subnetwork consisted of, or were connected to, the points 

burdened h'i th the 2. So. errors then such a subvector failed the 
l 

test. 

It is interesting to note that the position differences 

1n the densification network caused by the 2.5o. errors in the nine 
1 

observations were equivalent to 100 ppm of adjusted distances. The 

maximum anticipated error in adjusted distances accepted in the 

second order network by the Surveys and Mapping Branch, Ottawa, is 

50 ppm [E~1R, 1978]. In the above simulations the testing of the 

solitary net1vorks proved to have no po~>•er tol''ards achieving the 

acceptable quality for second order network. Compatibility testing 

has not only questioned the quality of the network, it has localizcJ 

the source of gross-errors to the subnetwork level. 

It must also be pointed out that network distortions are 

best characterized by the amount of deformation ex-perienced by the 

net1vork rather than position errors. Such deformation can be 

presented in the form of strain [Thapa, 1980; Vanicek et al., 1981; 
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Vanicck and Krakih:sky, 1982]. The next logical analysis is to per­

form a strain analysis of the subneth'orks which fail the compatibility 

test. This subject is addressed in the next chapter. 



6. 0 APPLICATION Of- STRAIN r-GR THE DETECTION Of-

GROSS-ERRORS IN DENSIFICATION NETWORKS 

In this chapter 1"c shall describe analytically, the dis­

placement and strain fields in densification networks. The strain 

field 1•hich shall be computed in a series of simulation studies and 

presented by various strain patterns (strain ellipses and rotation 

arcs) is that of inconsistencies in observations. We shall proceed 

to formulate the inverse strain analysis problem. Solution of the 

inverse problem which includes the computation and interpretation 

of inconsistencies from given strain shall not be attempted. 

6.1 The Feasibility of the Novel Strain Analysis Technique 

f-rom the time it was introduced into geodesy, about 55 

years ago, the strain analysis technique has been mostly applied 

in connection with deformation and geodynamic problems. Strain 

accumulation in a physically deformed part of the earth can be 

evaluated from geodetic observations procured at different epochs. 

It can also be evaluated from position differences of displaced 

geodetic monuments. In both approaches a physical motion is quanti­

fied, resolved into components (parallel to given coordinate axes) 

and finally transformed into strain. All methods of transforming 

discrete position displacement field into continuow strain field 

lOS 
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and ultimate computation of meaningful strain parameters (such as 

total strain, shear, rotation, dilatation) arc described in Pope 

[1966], Schneider [1982] and Chen [1983]. 

Recently, strain analysis of geodetic networks (in the 

absence of physical motion) has been successfully attempted by 

Thapa [1981] and Dare [1982]. Both autho~s generated displacement 

fields from assumed inconsistencies in the observations. An incon­

sistency 1n an observation linking two points directly affect the two 

points. In these attempts, the strain field is regarded to be 

continuous within local bow1ds of the affected stations. 

The type of strain to be expected in a network can be 

predicted from the types of observations in the network. Empirical 

investigations by Dare and Vanicek [1982] have shown, for example, 

that rotations are to be expected when azimuths are observed in a 

network. Total strain and shear are sensitive respectively to distance 

and angle observations. These analysis are substantiated by deri va­

tions in Grafarend et al. [1979, p. 342] in h'hich an attempt to link 

strain parameters and observations is made. Geodetic observation 

equations expressed in terms of the elements of the strain matrix, 

c, have th'O distinctive characteristics. First, observation equations 

for distances and angles are free of any rotations. Secondly, 

rotations are inherent in observation equations for both directions 

and azimuths. Strain analysis of any network in which scale and 

orientation is resolved shall inevitably produce differential rotations, 

total strain, shear and dilatation [cf., Frank, 1966]. 
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Strain analysis of the junction subnetwork, S_ of the 
.'> 

densi fication nct1•ork (in the absence of physical motion) is possible 

1"henever a non-zero displacement vector is obtained. The analysis 

can be extended to other points of the network 1"hen another deter-

mination of their positions is made by usi.ng a different adjustment 

scheme or changing observations (e.g.,· rcobserving) significantly 

to give non-zero displacements. 

6. ::Z The Displacement Field of the JW1ction Subnet1"ork 

l~e displacement 6x. at a point p. has two con~onents 
J J 

(u. ,v.) parallel to the coordinate axes (x.~·). These components 
J J 

can be expressed as a continuous fW1ction of the coordinates. It 

has been shown (Vanicek et al., 1982] that for the st~ain analysis 

of inconsistent observations (in the absence of physical motion) 

the displacement components can satisfactorily be expressed as a 

linear function of local coordinates as first proposed by Terada 

and 1-liyabe (1929], i.e., 

u(x,y) e x + e v + u(x v ) 
XX X>"' 0 '. 0 

v(x,)')=e x+e v+v(x,v) · yx yy· o ·o 

~>'here, (x,y) local coordinates with origin at p.; 
J 

c e e c arc 11artial derivatives of disJ>lacemcnt xx' vv' xy' yx 

6. 1 

6.2 

components along the local coordinate axes; 

u(x ,v ) ,v(x ,)' ) are displacement components at a point p 
o ·o o o o 

with coordinates (x ,v ). o ·o 

The coordinates (x,y) in (6.1) and (6 . .?) arc kn01m. Therefore the 

unkn01m p:namcters in equations (li.l} ~tnd ((1 . .?) arc the partial 
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derivatives c e e and c 
xx' yy' xv yx 

The displacement components at p0 

are not important to the analysis. They constitute a set of nuisance 

parameters that must be eliminated in the computation procedure. If 

p. is connected by observations to (k-1) points, then k pairs of 
J 

equations must be compiled. The equations can uniquely be solved 

if k = :). The least-squares method may be used when k > 3. 

Equations (6.1) and (6.2) can be combined into the 

follOh'ing observation equation 

u(x v ) 

l 
o'· o 

+ 

v(x ,y ) 
0 0 

or, 

[B F) 

[~] 
where the structure and dimensions of the matrices and vectors 

(fork points) are as follows; 

t:,x 

2k X 

B 
2!\ X -, 

F 
2k X c) 

c 
2 X 1 

c 
i\ X 

[:1 

[: 0 ] 

[: 
y 0 

0 X 

c(x \' ) ] o'· o 

\" (X \' ) 
o'· o 

[c c· 
XX .\y 

: l 

e T 
c l 

)'X yy· 

6.3 

6.4 
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The vector C is eliminated by block partitioning during the adjustment 

process. In a network of n junction points, n separate systems of 

equations (6.4) will be required for strain analysis of inconsistent 

observations to be performed in the '"hole junction subnetwork, s~ . 
.) 

The displacement vector on the junction points equals to 

the correction vector o . The components of the displacement vector 
j 

are hence the components of the correction vector 1vhich is analytic-

ally derived in equation (3.20) as; 

-1 -1 T -1 
l'..x. = -(N .. +Px-N. N N .) (A.-N. N .'\ )P 7 w..., 

J JJ Jn nn nJ J Jn nn n - ~ 

It is this equation that is to be transformed into a hypervector of 

strain vectors e. (i=l, 
l 

.... , n) for further analysis. 

6. 3 The Strain field of the Junction Subnet1,•ork 

We shall assume that each point for l>'hich strain is to be 

computed is connected by observations to more than t~>'O points (i.e., 

k > 3). A least-squares solution for the strain vector can be obtained 

from (6. 4). First, we obtain the solution as; 

[ ~ l rC~lB BTC-lF - 1 

[ 
T -1 

l 13 c6 !'Jx 6x /}.X X 

6.6 

f.TC-113 FT C-l F T -1 
F C /', l1X 

6x [',X X 

where, C is a suhrnatrix of the covariance matrix of displacements 
f',x 

of junction points derived in equation (5.25); 

the cap (~) on estimated vectors h:1.s deliberately been 

left out. 

Second, the technique of block partitioning i.s used to eliminate 

the nuisance parameter vector, C. The strain vector is then estimate,; 
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as; 

6.7 

dim(G) = (4,4) 

1vhere, 

G = [FTC- 1 F-FTC- 1B(BTC- 1B)-lBTC-lF]-l 
~X ~X ~X ~X 

The covariance matrix C of the strain vector is derived by applying 
e 

the covariance law to equation (6.7). Derivations in Chapters 2 and 

3 sho\\' that C is the appropriate submatrix of the normal equations 
e 

inverse in (6.6), i.e., 

C = G 
e 

6.8 

The si:e of the C for each point is of the size of the matrix G 
e 

(i.e., 4x4) and provides the uncertainty in the determination of the 

four elements of the strain vector. 

The strain vector, e can be presented as a strain matrix, 

E, used in equation (6.3) as; 

E = 6.9 

h"hich is a square matrix. It is "'ell knmm from matrix algebra 

[Thompson, 1969] that a square matrix E can be written as a sum of a 

symmetric matri;~ s = ~(E+ET) and a skew-symmetric matrix 

w 
1 ( T . ..., E-E ), Le., 

E = E + w 6.10 

lvhere, 

E = 
f exx 

l }cexy -teyx) 

6.11 



l l l 

w 6. 12 

w = 6.13 

w is the average di ffercnt ia 1 rotation. 

The types of strain relevant to the analysis of inconsistencies 1n 

observation can, as in other cases, be deduced from (6.11) and (6.12) 

[Nye, 1960; Timoshenko and Goodier, 1970; Dare, 1982]. 

a) Pure shear 
1 

T -(e - c l 
2 XX y~·. 

b) Simple shear 
l 

) \' -(e +e 
2 XX )'!"' 

c) Total shear y 
7 ? 1/' ( '- -) -T +v 

d) Total strain >. 7 ? 1/' (a-+b-) -

The parameters a and b are the major and m1nor semi-axes of the strain 

ellipse computed as eigenvalues of the matrix s (equation (6.11)). 

The strain field described by the elements of the strain vector e can 

therefore be transformed into physically meaningful parameters 

(T,v,y,>. or w) describing the local state of strain at various points 

of the net1vork. The transformation of inconsistencies into strain can 

be made directly· h'i.thollt first computing the displacements [Dare and 

Vanicek, 1982]. The transformation for densi fication net\-JOrks is 

described below in detail. 

6.4 The Strain Response to Inconsistencies in the Observations 

The strain vector c given in cqu3tion (6. 7) can be written 

as; 

e Q D.x. 
J 

6. 14 
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dim(Q) =(4,2k) 

Q = G[FTC- 1B(BTC- 1B)-lBT-FT]C-l 
~X ~X 6x 

'l11e matrix Q transforms the displacements (or position errors) into 

a vector of strain components. 1l1e expression for displacement vectors 

given in equation (6.5) can be substituted into (6.14) to give; 

C -l -1 T -1 T (O) 
-Q(N .. +Px-N. N N .) (A.-N. N A )P 2 (Q.2 - 9':>) 

JJ Jn nn nJ J Jn nn n -

where, we have substituted (.ll.(O)_Q.) for u' 2 2 J2 

We can also write; 

e =QT. £7 - C. 
J ~ J 

6.15 

~>·here, 

T. 
J 

(N .. +Px-N. N-lN .)-l(A:-N. N-lAT)P2 JJ Jn nn nJ J Jn nn n 
6. 16 

QT j Q~O) C. 
J 

6.17 

Equation (6 .15) is a transformation of the observation vector f 7 

procured in the dcnsification network to a strain vector e. T. 
J 

is the least-squares operator for the junction points. 

constant. 

C. is a 
J 

The change in the elements of the strain vector due to 

finite changes (~ Q in .Q. can be evaluated by differentiating equation 
2 2 

( C1 . 15 ) . ·n1 e re s u 1 t i s ; 

or 

"'here , 

0 ,Q 
1) e = QT.u-~, 

R. 
J 

J -

QT. 
_1 

6. IS 

6. 19 

6.20 
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Except for the subscripts, the matrix R., as is T., is used to make 
J J 

the notation consistent 1>ith that in Dare and Vanicck (1982]. R. 
J 

is the strain response matrix to the finite changes 6£ 2 (inconsis­

tencies) in the observation vector 9, 2 . A. change 6£2 can be taken 

to mean a change or an error in any single clement, group or entire 

vector of observations £2 . 

Strain analysis of inconsistent observations has so far 

been performed for a knOI''n vector tS ~-, computed from repetitively 

simulating measurements in the same network. The scenario differs 

from that of densification networks in two aspects: First, the design 

of the junction subneti,'Ork, S_, in the existing and densification 
.) 

net1wrks is different. Second, the ultimate object of strain analysis 

in densification networks is to investigate the vector 6 2.2 which 

leads directly to an inverse problem to(6.18). 

6.5 TI1e Inverse Strain Analysis Problem 

The inverse strain analysis problem states: Given the 

strain vector 6e derive a vector of associated observation incon-

sistencies SZ. Tf D is the inverse of R., then the inverse strain 
.1 

problem is formulated as; 

6 9., = Do e 6 . 2 1 

'f11e strain response matrix R. in equation (6.20) for (k-1) obser­
J 

vations linking n given points to other points of the network is a 
11 

(4nx[2k-2) matrix. R. is then a singular (for k > 3k) matrix of 
1 J 

rank 4n, i.e., 

rank(R.) = 4n 
J 

A.l though R. has full rank it has a number of possible inverses, D, 
J 



1 I ,1 

one of lvhich is appropriate to the problem at hand. One such inverse 

is the ~!oore-Penrose inverse R~. It is here selected to be equal 
J 

to D. ll1is selection of the ~!oore-Penrose inverse is made to be 

consistent 1•ith the inverse of the normal equations matrix embedded 

in the matrix R.. Therefore, 
J 

+ 
D=R. 6.22 

J 

Substitution of (6.22) into (6.21) gives the desired form of the 

inverse strain problem as; 

A (4nxl) strain vector changes is transformed into observation 

differences (inconsistencies) by equation (6.23). As in the direct 

problem, only those colwnns of R. corresponding to the observations 
J 

linking the points under investigation to other nct1vork points are 

considered [Dare, 1982]. 

6.6 Simulation Studies and Results 

Solution of the inverse strain problem where possible 

1•ill add to the advantages of the compatibility test in two respects: 

First, it will be possible to compute the component of the gross-

error (m .. L.£.) given in equation (5.13) h'hich is otherwise not 
ll 1 

possible to obtain. The compatibility test can only tell us 1•hether 

or not this component is significant at a given lcvc1 of confidence. 

Second, strain analysis provides a 20 vie1" of the effect of errors 

in observations, i.e., whether the errors deform the network by 

rotating, expanding and/or contracting it. Judging from the strain 

ratterns it is possible to compute the errors responsible or contribu-

ting to a deformation or distortion of a certain type. The effect of 
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observation errors on the state of strain of densification networks 

can also he investigated graphically. The purpose of these investi­

gations is to establish the sensitivity of the strain technique to 

inconsistencies in observations. 

6.6.1 Sensitivity analysis 

lbe first-order network described in section 4.3.3 was 

used in this an~tlysis. 'l11e angle 35-32-25 h'as selected for the 

analysis as :111 observation at a point situated close to the centroid 

of the neth'ork. The observation 1"as perturbed by an error equal to 

a multiple of its standard deviation (o = 0'.'60) thirteen times. 

The change 1n st raj n was computed and examined for the thirteen 

perturb;:Jtions in the observation in the range -4.0o to S.Oo 

Strain for the perturbations out of the given range were not computed 

as the observation was flagged for rejection by the tau-max test at 

95°o probahj lity. Computation of strain and subsequent plotting was 

made possjble by programs STRAINl, PASTEL and NETPLOTl (Appendix 

V-2 to \'-.! ) . The programs arc modifications of STRAIN, EVALUE and 

:--.:ETI'LOT JThapa, l~lSO) respectively. Solid lines in the plots show 

!oct! extension and positive rotation while dashed lines and arcs 

refer to contr::Jct ion and negative rotation at each point. 

Figures 6.2, 6.3 and 6.4 show the strain patterns (ellipses 

and a res) for the -4 .Oo , o and So perturbations respectively. 

The ellipses and arcs seem to differ in scale and sign only. Negative 

pcrtttrbat ions i ndttl'C' the same, for the same perturbations, strains 

1vith opposite effc~·:. This relationship best depicted by the changes 

in the semi-major axes of the strain ellipses (Table 6.1) and as 



Table 6.1: Variation in the major semi-axis of strain ellipses when the error 

in one observation (2S-32-35) at station 32 is changed. 

;--------~------~---------------------------------------------------------------------1--------, 

:Station: 0£ :---------------------~~~0g~-~0-~!!9!_S?.\;~:;2_ _________________________ l Remarks: 
I I I I I I I I I I I I I 

I I I -4 I -3 1 -2 I -1 I 0 I +) I +2 I +3 I +4 : +5 : : 
:--------~------~------~------~------~------~------~------~------~------~------1------,--------, 

I I I I I I I I I I I I 

12 I 0,801 -O.SS1 -0.4S 1 -0.33 1 -0.23 1 -0.12 1 -0.01 11 +0.10 11 +0,21: +0.31: +0.43: i 
I I I I I I 
I I l I 1 I I I I I I I 

88 I 0.801 +1.761 +1.()7 1 +1.59: +l.S1: +1.42 1 +1.33: +1.25: +1.16: +1.07: +0.98: d 

2S 

99 

21 

66 

32 

3S 

28 

38 

77 

50 

43 

+0 , 4 2 I +0 , 41 +0. 41 +0 .41 0.6S 

0. 80 

0.7S 

0.7S 

-0.15 I -0,20 I -0.25 I -0.29 
I I I 
I I I 

0 , 0 I +0 , 01 I +0. 0 3 I +0, 04 

+0, 24 I +0, 2S I +0, 24 

0.60 I +3.31 
I 

0.65:+1.90 

-0. 14 

+2. 71 

+ 1. 89 

-0. 16 0.80 

0. 80 -0.08 I -0 .OS 

+2 .10 

+1.89 

-0.19 

-0.04 

0 , 70 ; +0 , ()() ; +0 , 6 7 I +0 , 66 

+0. 24 

+1.50 

+1.88 

-0.21 

-0.01 

+0 .66 

I I I 

+0 .40 +0 , 4 0 I +0 . 4 l +0 . 4 1 : +0 . 4 1 : +{) . 4 1 : 

-0, 34 I -0, 39 

+0,06 I +0,07 

+0. 24 +0. 24 

+ 1 . s 0 : +0 . 30 
I 

+1,88 I +1.89 

-0.21 

-0.01 

+() • 66 

-0.26 

+{},05 

+{) . 66 

-0 . 4 3 : -0 . 4 9 
I 

+0 . 0 8 ! +0 . 1 0 

+0.24 

-0. 31 

+1.89 

+0. 28 

+0. 24 

-0.89 

+1.88 

-0.31 

+0 .08 I +0 .09 

-0.54 

+0.12 

-0.58: 
I 

+0 .13: 
I 

+0 . 2 4 : +{) . 2 5 : 
I I 

-l.5o: -2.10 
I 

+1.89: +1.89 
I 

-0 . 3 3 : -0 . 36 
I 

+0 . 1 2 ! +0 . 16 

+0 • 66 ~ +{) , 66 I +{_) • 6 7 I 

0.85 

0. 80 

+0 , .) 7 I +0 , 4 0 I +0 , 4 2 
I I 

+0 , 4 3 I +0 , 4 3 I +Q , 4 6 

+0.67 

+0.48 +0 .49 +0. s 1 +O.S2 
I 

+ 1 , 06 I + 1 , 12 I + 1 , 19 +1.25 + 1 , 2 s I + l , 38 +1 .4 3 +l. so ~ +),55 I +), 64 I 

c 

i 

i 

c 

d 

c 

d 

i 

c 

i 

i 
4 8 ; 0 . 8S 

I 

+0.26 I +0.20 I +0.12 I +0,03 I +0.03 I -0,08 I -0.14 I -0,21 11 -0.29 1 -0.35 11 d 

Sum 
I I I I I I 
I I I I I I I I 

+9.06 +8,47 I 7.84 I +7,21 I +7,21 I +6,04 1
1 +5.47 11 +4,84: +4,22: +3,69: d 

I I • I I I 
1 1 1 I I I I I I I 

--- - -- ---- - -- -- --- ·----- - -- -I--- --- -L- - --- - _,_- --- -- 1._ - - --- -'- - -- -- _)- -- - - -------- -- _, 

c - constant 
i - monotonically increasing 
d- monotonically decreasing 
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portrayed graphically in l:igurc G.l for st:1tion (J6 is a reflection 

of equation (6 .19). As the graph sh01•s, any sm:-~11 change in the 

observation can be sensed by the network. There is therefore no 

limit as to the magnitude of observation errors for "'hich the strain 

analysis technique can be useful, as long as such errors can produce 

a non-zero displacement of the net1vork points. ll1e importance of 

this outcome cannot be over-emphasized. ll1c technique enables us 

to investigate errors in observations smaller than those investigated 

by statistical tests. TI1e inverse of this statement is also true. 

We shall use this versatile tool therefore to investigate strain 

patterns in rigorously densified networks. 

6.6.2 Sensitivity analysis 2 

The effect that the distorted points of the existing 

network can have on the densification network can be investigated. 

lbe first order network used in section 6.6.1 was simulated with 

additional errors of 2.5o in angles (38-66-77), (43-35-48), (25-12-32) 

and (25-28-99). As the previous simulation (section 6.6.1) sh01vs, 

each of the errors will displace the net1•ork po:ints appreciably as 

to induce strain in all points of the network. With the exception of 

stations 66, 77, 88 and 99, all stations have also been included in 

the design of the densification network as cJescribed in section 4.3.3. 

We shall compute the strain induced in the densification network. 

1\'e shall use the solutions of the first-order neth'Ork (i.e., before 

and after the perturbations) as a priori position in th'O separate 

Px-adjustmcnts of the densificat:ion network. Computation of strain 

and subsequent plotting shall be done as described in the previous 
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section. 

The strain patterns plotted as a result of this simulation 

arc displayed in Figures 6.5 and 6.6. Figure 6.5 gives the strain 

patterns of the junction subnet11•ork only. Stations 28 and 48 seem 

to have been strained the most. All points of the densification 

nct1wrk arc strained by the distortions in the junction points as the 

strain p:ltterns in Figure 6.6 reveal. An obvious question is h'hether 

or not the densification network is strained differently by a distorted 

junction subneti\Ork h'hen the new observations are contaminated ~>•ith 

gross-error.· 

To answer this question, eight angles in the densification 

network were corrupted with additional errors of 2.50 The corrupted 

angles "·ere; (:29-38-~0), (33-42-44), (25-24-30), (41-50-51), (43-45-52), 

(1~1-27-28) and (43-35-45). The least-squares adjustment process, 

strain computation and plotting procedures were repeated as described 

in the last two paragraphs. The strain patterns plotted 1n Figure 6. 7 

arc identical to those in Figure 6.6. The reason for this behaviour 

is yet to be established. It is suspected to be due to the local 

nature of the strain. The identity of the strain patterns in 

these ti\O figures sho1"s the effect of the gross errors in the existing 

ncth'Ork on the dcnsi fication net1,•ork to be invariant h'ith respect to 

gross-errors in the ne11• observations. This does not by any means 

imply that gross-errors in the new observations do not strain the 

dens i ficat ion ncth·orks. lloh'ever, "'hether or not this is the case 

can he seen 1n the simulation study that follo"·s hereafter. 



12 

"'---- 21 

IJ- 25 

~ J2 

38 

0-- 35 

@- za 

""-- 43 

/-., 50 ~ 4f' 

Figure 6.5: Strain induced in a rigorous densification (triangulation by the 

existing network (junction points only). Scale of w,l:l. 

Scale of strain ellipse axes: 1 em= 9 ~strains. 

-­N 

~· 



~-·o 11 

•· 0 • 0 12 '-~~ .... 
- IJ 

f!f .. ' 21 

/· o o o ~2 I> 
lfr- 0 0 0 2 J 

17 

~II'> 

.r?--- 2 d 

- 25 
I··, 2 9 

............, ~ J 3 ,"\ 

Q>. • ., 30 
(:)- 0 0. J! ;-= 19 

'- ..... ~0 

~-·· J9 

'b... 50 
D- 0 0 0 51 

Figure 606: 

~000 32 

·"-··· JJ -= 27 

....... 42 

~ 35 

~ { 
~ 3G 

'-.;;--- 4"' 

~ 211 

~ ... 43 ~·6 

~_:] ~8 
&::-::J Jl 

\:j"' 52 
)-c:::::J 49 

,~~ 4~ g.-; 47 

Strain induced in rigorous clcnsification 
network (all points random errors only). 
ellipse axes: 1 em= 7 ustrainso Scale 

by the existing 
Scale of strain 

of :..J,l:l. 

6-= 15 

N 
-C> 



~···II 

•·. •. l2 , . .__ 14 

- IJ 

!f . ., 21 

I·... 22 -I& 

~- .. 2.3 
-- 17 

@-=' (1'\ 

19---- 24 
- 25 

, .. , 29 

..._.,,'31!> 

Q). • ., 30 
(;[)-... J1 ;-= l9 

~ ... J£ 
r'-... 33 -= 2.7 

--... ~0 
.,. ... ~2 

~--- J' 
0-'= 3.5 

~--· 41 ~ 36 
~ 4~ 

...-·.::::::J 2.8 

~--· dJ 
~.ol6 

~- .. 50 
1)-... 51 6=--:J 4 e. 

(_~-:J .37 

~ .. 5Z 
r~:::J 49 

~ ~s G::-·:·; ..f7 

Figure 6.7: Strain induced in rigorous densification by the existing network 
(all points, random and biases). Scale of strain ellipse axes: 
1 em= 7 ~strain. Scale of w,l:l. 

@-===' 15 

.... 
1-.l 
L/'1 



126 

6.6.3 Sensitivity analysis 3 

Results of tl~o determinations of the densification network 

for which the compatibility test was performed in section 5.6 were 

also subjected to the strain analysis. The existing solution and 

weight matrix Px being the same in both adjustment means that the 

differences on positions ~~eTe a result of the additional errors in 

the observations. The strain patterns in Figure 6.8 present the 

strain in the densification network using the undistorted solution 

of the existing network and corresponding covariance matrix for the 

t1vo densification adjustments. The strain patterns in Figure 6.9 

describe the strain patterns using the distorted solution of the 

existing net1"ork and its covariance matrix. As shown in the previous 

section, the two figures are also identical. Similar to the results 

in the last section,we find the strain in densification network due 

to gross-errors in the ne1" observations in these figures are invariant 

with respect to the distortions in existing network. 

Figures 6.8 and 6.9 show also that the strain can be more 

conspicuons at some points than others even though the same gross-

errors were simulated at all selected stations. It was discussed 

in section 5. 3 that the component of the observation error which 

is transformed into position errors by the adjustment process, is a 

function of the geometrical strength of the net1,·ork. The variability 

of the strain response portrayed here is therefore not surprising. 

Also not surprising is the fact that of the stations simulated with 

the 2 .So error the l:lrgest strain ellipse and the smallest of the 

largest residuals ::Jt a st::Jtion arr(· at the same station (station 50). 
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ll1e largest of the largest residuals at ;.~ station is :.tt station 35 

h'hich as the strain ellipses sh01v is not much di ffcrcnt from those 

at stations with uncorrt~ted observations. 

The strain technique here reveals that it is capable of 

unveiling gross-errors which are less than half the marginally detect­

able error by data snooping as computed by Ackermann (1981] and 

Kavouras (1982]·. It also confirms the idea that hypothesis testing 

on both reisduals and positions whenever possible improves the 

threshold of gross-error detection 1n observations. Stations 1vi th 

conspicuous strain ellipses (i.e., 21, 45, 50, 51, 52) are included 

in the subnetworks that failed the out-of-context compatibility test 

at 95% confidence level. 



7. Cl POST-ADJUSTI-1ENT CHA.!\lGES IN THE IUGOimUS SOLUTION 

The expressions developed in Chapters 2-4 and the checks 

described in Chapter S and 6 are necessary to ensure rigorous 

densification results. Yet to be addressed is the question of 

blunders which can be discovered by, for example, compatibility 

testing or strain analysis after the adjustment has been completed. 

This Chapter 1\ill give analytical expressions required to apply 

corrections to the least-squares solution of a rigorously adjusted 

clcnsi fi cation net~>·ork for minor changes in observations, observation 

1vei "llt s P ,:., ' 2' 
A (l) 

the Px-matrix and the initial coordinates x. . 
J 

As sump-

tion is made that the affected submatrices of Px and r 2 are limited 

to a few stations and observations respectively. This Chapter does 

not discuss changes in more than one matrix and vector. 

7. l The Px-~latrix 

lve :1ssumc that because of punching or other mechanical 

errors a matrix Px 1 ~>'aS entered into the adjustment instead of 

the correct matrix Px. The difference bet~>•cen them is !JI'X such 

that; 

!\Px Px - Px 1 7. 1 

and 

[ 
0 0 () 

l,Px 0 0 M'x 

0 0 0 

7.2 

130 
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The matrix l'lPx is embeded in a null matrix, and 

dim(i\Px) « dim(Px). 

The Approximate Correction 

We recall the correction vector 6 from equation (3.19) 

and present it in the form; 

-1 T 
- (N+Px) A Pw 7.3 

The expression of the correction vector when Px 1 has been used is; 

ol = 7.4 

The difference between the correct ion vectors o and 6 1 is; 

.60 I 0 - \)I 

-1 -1 T 
[(N+Px) - (N+Px1) ]A Pw 7.5 

We introduce an identity similar to (4.42) as; 

(A-B)-1 = -A-1(A-1 - B-1)-lB-l 

for A 
-1 -1 

(N+Px) and B = (N+Px 1) we obtain; 

-1 -1 -1 
((N+Px) -(N+Px1) J 

the inverse of which is; 

-1 -1 
(N+Px) - (N+Px1) 

-1 -1 
( N+Px) 11Px(N+Px ) . . 1 7.6 

1vhere, 

l'lPx = Px - Px 1 

h;hich on substitution into (7.5) gives; 

-1 -1 T 
l\6 1 = (N+Px). i\Px(:--J+Px ) A PuJ 

l 
! : 

-l -1 
The matrices A and 13 in the identity given abave can be inter-

changed h·ithout changing the left hand side of the expression, which 

in turn leads to; 

- 1 - 1 T = (N+l'x 1) l\l'x(N+I'x) .:\ Pr.u 7.8 



Substitution of (7.3) and (7.4) .into (7.8) and (7. 7) respectively 

h'C obtain; 

M' 7.9 

and 

-1 ~ 

66' =- (N+Px) 6Px6' . 7. 10 

Equations (7. 9) and (7 .10) suggest that in order to correct cS' 

for 6Px it is necessary, as pointed out in Chapter 4, to compile 

the rrgorous normal equations matrix and obtain its inverse. This 

task is equivalent to adjusting the network all over again. Let 

us as·sume that the norm of Px and that of Px 1 are much smaller than 

that of N, i.e., 

7. 11 

and 

7. 12 

Then [c. f., Fox, 1964 and Appendix II] 

-1 -1 -1 -1 
(N+Px) ::: N - N PxN 7.13 

and 

(N P ) -1 N-1-N-lPxlN-1 1 + X 1 ~ . 7. 14 

The rigorous form of (7.13) and (7.14) is obtained in Appendix II 

* * by replacing Px, Px 1 by Px and Px1 respectively. The star indicates 

a matr.i x computed similar to equation II.4 (Appendix II). The dif-

fercnce bcth'een (7.13) and (7.14) is; 

-1 -1 -1 -1 
(N+Px) - (N+Px 1) ::: - N liPxN 7. 15 

Comparing equations (7.6) and (7.15) we can say that under the 

conditions stipulated by the inequalities (7.11) and (7.12) the 

in \'C rscs 
-1 -1 

(N+Px) and (N+Px 1) can be assumed to be equal, i.e., 
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-1 - l 
(N+Px) :: (N+Px ) 

1 
7. 16 

The correction for the blunder in Px 1 can be computed from equation 

(7 .10) using the normal equations inverse 1vi th the 1•eight matrix 

Px 1 , i.e., 

6.6' 7.17 

Hmvever, because of (7.16) the covariance matrix of the corrected 

positions x = x' +to' l.,;i11 remain tmchanged, h•ithin the approxi-

mation in equation (7.15). The covariance matrix pertaining to 

'Jo. and to the points to 1>hich the matrix Px refers can be improved 
J 

-1 -1 
by adding the correction -N llPx.N to C', i.e., 

X 

c A = c I - N - 1ll p XJ\j - 1 7 . 1 8 
X X 

Equation (7.18) is similar to (4. 71). The latter is hm,ever confined 

to the junction points only. Both equations (7.17) and (7.18) 

make use of matrices and the vector 6' formed in the non-rigorous 

adjustment. The savings in computer storage and time obtained as 

a result of the approximation are tremendous. These savings equal 

to the cost of storage and time required for the computer to perform 

3 n mul tipb cation ~;•hen n is the rOh' dimension of the matrix inverse. 

These savings are ho1vevcr 1wrth considering only in the event that 

the approximate correct ion is not significantly eli fferent from the 

rigorous solution. This difference has been investigated. 

The approximate correct ion equations (7 .17) and (7 .18) 

have been tested by us1ng the data provided in sect ion 4. 2. l of 

Nickerson and Knight [ 1983]. The appro xi m:1tc correction vector and 

the rigorous correction vector arc identical up to the third place 

of decimal. :\11 vectors and mat. ,ces in (7.17) arc kno1m. 
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The Rigorous Corrcctior~. 

Let Px be assumed to refer to the junction points onl;', 

i. c., Px = Px .. 
J 

Let the matrix Px 1 used in the this chapter he 

the Px' in Chapter tl. By partitioning the matrix inverse, (N+I'x) -l, 

as performed in equation (2.44) "'C obtain for equation (7.10); 

-H .. ~Px.o~ 7 . I~) 
JJ ] J 

refers to the junLtion points. 

Equation ( 7 .19) is the same as equation ( 4. 44) for improv-

ing non-rigorous densification schemes, at least in mathematical 

form if not in philosophy. Px 1 differs however from Px' in 

01apter 4 by the fact that the latter is connected 1•ith all· non-

fixed junction points. The larger submatrix thereof tends to zero 

as equation (4.3) shows. 

The expression for the correction to the correction vector 

of the new points is obtained analogous to (7.19) as; 

7. 2 0 

which is equivalent to the expression (4.62) for correcting the 

non-rigorous solution of new points in a fixed-point adjustment. 

The matrices H .. and H . contain the correct Px. matrix which 
]] OJ J 

implies that for a rigorous ~o. and ~o the matrix H .. must be 
J n JJ 

computed. 

Equation (7.17) 1s an approximation 1-'hile (7.19) and (7.20) 

are accurate expressions. These expressions were tested also using 
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the same data used for the approximate expression (7 .17). The results 

of the corrected positions showed to be identical with those obtained 

from the Px-adjustment. \\'hen using the corrected expression it is 

suggested that the set of points for which (7.19) applies must be 

points for which ~Px ~ 0. The remaining points are grouped together 

with the new points. Rigorous correction of the covariance matrices 

is discussed in section 4.5.3. 

7.2 The Initial Coordinates, ;~l} 
]-

The weighted positions in a Px-adjustment are known to 

assume the role of observations (pseudo-observations) as well as that 

of initial positions. Any changes in these observations are blunders 

which may be unveiled by statistical testing on the residuals. These 

changes distort the set-up of the Px-adjustment and may require more 

than one iteration for the adjustment process to converge. The C 
~X 

matrix will not be given by equation (5.25) and is non-meaningful 

for compatibility testing. Using network simulations, we have shown 

that these claims are indeed xrue. Changes 
"(l) 

in x. 
J 

must, therefore, 

be treated as the changes in £2 . 

7. 3 The Observation \\'eights 

Changing observation weights may he necessary when parts 

of a network have been, for some reason, reobserved and a new solution 

is sought. l~e observation weights can be perceived as having changed 

the h'eight matrix P2 before reobservation to (P 2 +~P) after reobserv-

ation. We shall assume for a moment that the change in observation 
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Heights is a result of blunder commi ttcd in campi 1 ing the input data 

to an adjustment program and that the observations 1vere not in any 

Hay affected (i.e., no change in the misclosure vector, w7 ). The 

normal equations matrix N will also be affected and Hill change 

from N to (N+llN ) . The correction vector changes from 5 to 
p 

(o+Mi) which, 1vith the necessary changes in equation (7.3), reads; 

-1 T 
- (N+llN) A (P+6P)w . p 6 + M 

S~1stituting (7. 13) into (7.21) while bearing in mind that N 1n 

(7.21) is the same as (N+Px) in (7.3) He obtain; 

o + M 
-1 -1 -1 T 

(N -N llN N )A (P+llP)w 
p 

N-lATPw + N-l6N N- 1ATPw- N-lATnPw 
p 

-1 -1 T 
+ N fiN N A llPw 

p 

or b;' ignoring second order terms; 

where, 

7. 21 

7. 2 2 

7. 2 3 

7. 2 4 

Equation (7.24) is the expression for the change in the positions 

h'hen a change in the 1veight ml'ltrix, P, occurs. This equation has 

been obtained and used by Vanicek [1984]. The expression uses th~ 

already computed inverse N-l and offers time and storage savings in 

computation as discussed in section 4.4.2 and Appendix II. 

The new covariance matrix is obtained J.S the inverse 

(N+6N )- 1. This inverse can also be computed cost effectively using 
p 

(7.13) as; 

lvherL", 

c 
X 

c x' 

C ~ - C. tiN C. 
x' x' p x' 

-1 
N 

7.25 
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The matrices t.>P and t.N in equations (7.24) and (7.25) 
p 

are structured such that the dimensions of the non-null subrnatriccs 

are very small compared to the full matrices. 

7.4 The Observations 

The observation vector used in the adjustment often con-

tains gross-errors 'Jt which can only be revealed after the adjustment 

has been completed through statistical testing. Is it always 

necessary to repeat the adjustment 1•hen gross-errors 1n the observations 

are unveiled? 1\'e shall attempt to anSh'er this question. 1\le shall 

asswne that the ne\\r observation used to replace the one h'ith gross-

errors has the same observation weight. Let us write an observation 

l>ith a gross-error as 9. 2 + 'J9.. The misclosure vector defined, for 

example, in equation (2.17) becomes; 

or 

l>here, 

w' 
2 

w' 
2 

.Q.(O) 
2 

w; includes the gross-errors, 'J~. 

The correction vector (7.3) in the presence of gross-errors 1s 

therefore; 

-1 T 
6' = - (N+Px) A Pw~ 

7.26 

7. 27 

7.28 

Assume that the correction vector with the gross-error equals to; 

6' = 6 + 66 

where, 66 is due to the gross errors 'J:I., then by substituting (7.27) 

into (7.28) we obtain; 
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7.29 

Equation (7.29) suggests that a network need not be re-adjusted when 

-1 
the inverse (N+Px) is preserved. Only an appropriate submatrix 

T 
of A P that multiplies with V! need be compiled. The remaining 

procedure boils down to a multiplication of matrices. 

7.5 The Covariance Matrix, C~ 

The covariance matrix can be derived by applying the 

covariance law to equation (7.28). In this case the covariance matrix 

of the misclosure vector (7.26) need to be known, i.e., 

c (0) 
9.2 

The vector V~ is vector of changes of some of the observations 

(in the vector ! 2) without changing the observation weights of 

7. 30 

those observations. Their error characteristics and hence the vectors 

t 2 and (t2+Vl) are indistinguishable from the second statistical 

moment's point of view. If Vl were blunders, for example, it would 

correspond to a change in the mean (the first moment) without change 

in dispersion. In both cases it means that; 

and 

c = c 
U !,l+V9, 

7.31 

.., --. 
1 •• L. 

which is possible if the covariance matrix Cvt is a null matrix, i.e., 

CVQ = C = 0 _ 9. 2n 7.33 

Equation (7. 30) can therefore be presented 1n the form identical 

with C , i.e. , 



c I 
w.., 

c 7.34 

1vhich in fact, leads to the idcnti ty bcth•ccn the covariance matrices 

of the adjusted positions before and after the observations are 

corrected for the errors, vr .. This conclusion says also that if 

the adjustment is to be corrected for blunders in observations, the 

covariance matrix of adjusted posit ions should not be changed. It 

is important to check or establish equality (7 .. )1) ;md (7.32) before 

(7. 34) is accepted. The a posteriori variance factor may however 

be different leading to different covariance matrices when scaled 



8. 0 CONCLUSIONS AND REC0~1MENDATIONS 

lve set out to lay down a mathematical foundation and 

derive least-squares expressions necessary to rigorously adjust a 

2D dcnsification net1vork. The ideas expounded here can, as well, 

be applied to :m networks. The term "rigorous densification" 

''as clearly defined, thus setting the boundaries l>ithin '"hich the 

theory of rigorous densification '"ould be applied. It was found 

necessary to triple partition a densified network and examine each 

subnetl\ork in context of the rest of the network. The junction 

points have been found to propagate the information from the exist­

ing neth'ork into the densification nct1•10rk and vice versa. The dual 

position information that can be obtained on the junction points and 

its covariance matrix can be used to extend statistical testing of 

the residuals into compatibility testing of t1vo network solutions. 

The dual positions offer a possibility to perform strain analysis 

111 densification net1vorks hence expanding the error analysis problem 

into the strain space. 

The objectives of this study have been achieved. In the 

course of the research it was found necessary to address a number 

of other problems related to rigorous densification. A broader 

vie"' of st:.Itistical testing in search of outliers, correcting 

of non-rigorous solutioris to rigorous and post-adjustment changes 

in the solution, for blunders or observations rejected by statistical 

140 
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testing, have been addressed and the merits of the solutions discussed. 

BelOh' is a summary' follm-.red by conclusions and recommendations' 

made as a result of this work. 

8. 1 Summary and Contributions 

Network densification is a procedure of adding information 

into the existing net1vork and integrating the new information with 

the existing information. The integration can be done correctly 

or incorrectly. The correct way of densification described in this 

dissertation starts 1vith the formulation of the mathematical models. 

M1en formulating the models all points which have been estimated 

prior to the densi fication (hence have a finite covariance matrix) 

must be taken to be pseudo-observations. An auxilliary mathematical 

model is formulated for all such points. This model is then used 

in conjw1ction with the main mathematical model (or models). 

One main mathematical model is formulated 1vhen the Px-

adjustment is contemplated. It establishes the functional relation-

ship bet\\'een all the positions of the densi fication neti·Wrk S.., and 
L 

the observation vector ~~,. The lineari:ation of the model is made 

using the existing solution. In so doing, it is assumed that the 

model is linearized in a differential neighbourhood of the final 

solution, x 2 . The misclosurc vector tu in the auxilliary model 
X 

will then be equal to zero. Defining the problem in a differential 

neighbourhood of x.., also means that the least-squares process will 

converge in one iteration. The expressions developed for the Px-

adjustment cannot be guaranteed to 1vork beyond the prescribed 

conditions. 
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TI\O matn mathematical models are formulated lvhcn a combined 

adjustment of the existing, s 1 and the densification neth·orks is 

to be performed. The mathematical models establish the functional 

relationships between the positions and the observations in the t1vo 

networks separately. The junction points are therefore related to 

both the Q, 1 and t 2 observations. These points establish the correl­

ation between the two neti\IOrks sl and s2. Linearization of the 

mathematical models is made at initial values x(O) 1•hich may or may 

not be deterministic quantities. If x(O) are estimated quantities 

then they are taken to be pseudo-observations and treated like the 

junction point positions of the existing network in the Px-adjustment. 

The possibility of multiple determinations of the net1vork points 

(possibly using different techniques) exists. Ho1•ever, only one 

determination may be used to linearize the models. Other determin-

ations are considered separate from the densification problem -

more appropriately as a merger problem. 

This dissertation has assumed the equality of the Px-

adjustment with the combined adjustment results. The least-squares 

expressions for the Px-adjustment were derived, as a result of this 

assumption, from the expressions of the combined ad_i ustment. Thus, 

the expressions in the Px-adjustment are those that would give the 

same position and error estimates as the combined adjustment. 

It is also possible to obtain rigorous solutions indirectly 

from the non-rigorous solutions. Correction vectors to the non-

rigorou:-; solutions (for improper use of the 1veight matrix Px) are 

expressed in terms of the already computed vectors and matrices 
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of the non-rigorous adjustment. It is estimated, for example, that 

for a Px matrix \vhich is 10% the size of the normal equations matrix 

-1 N, the inverse (N+Px) can be computed in at least 87.8% less 

-1 multiplications for a given N . The alternative, of course, would 

be to re-adjust the network. 

All the tests performed in search of outliers in a solitary 

network (data snooping, T-test, etc.) are quality control measures 

on the model made through the residuals. Residuals are however one 

of two components of observation errors. The other component can 

be investigated only through the estimated positions whenever 

possible. Quality control in densification networks can be taken a 

step further by testing the statistical compatibility of the existing 

and densification solutions on the junction points. Compatibility 

testing is a test on the significance of observation errors on the 

estimated positions. It must always be performed whenever two 

solutions are given. The weight matrix of the position differences 

of the junction points is the difference in covariance matr~ inverses 

of the solutions. The weight matrix of position differences.must 

always be established prior to the test. Strain analysis can be 

performed for all points which fail the compatibility test. Strain 

patterns portray the local deformations and rotations experienced 

by the network as a result of the inconsistency in observations. 

Unfortunately all results shown by simulations cannot easily be 

realized in a practical network analysis. The future of strain 

analysis is bright and may solve our quality control problems at 

a new level. 
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We have earlier encountered corrections to adjustment 

results to correct for the improper use of the matrix, Px. Other 

corrections of relatively minor nature include making post-adjustment 

changes in the solution due to minor changes in the Pn-matrix, 
'· 

Px-matrix, t 2-vector or ;co)_vector. Such changes may be necessit-

ated only after the adjustment process is completed. Formulations 

1•hich lead to more cost-effective computations than readjusting the 

neti\'Ork have proved to be realistic 1vhen used in practice. 

The contributions made in this 1vork are; 

1) The concept of stochastic Taylor points has been applied to 

densi fication networks. A priori in formation has been assumed 

for all points old and new. The covariance matrices of the mis-

closures and correction vectors have been derived. These matrices 

are not equal to those of the observations and estimated positions 

respectively as the case is 1\'hen a priori information is not 

considered. 

2) The equivalence of the combined adjustment and the Px-adjustment 

has been proved by transforming the expressions of the combined 

adjustment into the Px-adjustment. It has also been proved that 

for the t1w solutions to be equal the mathematical models of the 

Px-adjustment must be lineariz.et.l in a eli fferential neighbourhood 

of the final solution using the existing solution. 

3) A comparison of the rigorous Px-adjustmcnt 1vith the fixed-point, 

overconstrained and fixed-point with tr:msformation has been made. 

Expressions have been derived for correcting non-rigorous densifi-

cation solutions at signi fic:-~nt s:-~vings i.n computer time and 

storage. 
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4) Statistical compatibility of the solutions obtaineu on junction 

points after rigorous densi fication has been performed. fl. 

special program CTEST has been 1vritten, tested and used for this 

purpose. 

5) The cross-covariance matrix between the existing and the rigorous 

densification solutions has been derived. The 1>eight matrix of 

position differences has been confirmed to be the difference of 

the covariance matrix of the solutions. 

6) The mathematical models and subsequent least-squares expressions 

of the non-rigorous adjustment schemes have been formulated 

analogous to those of the Px-adj ustment. A uniform treatment of 

the limiting cases of the matrices Px and C as well as arbitrary 
X 

finite representations thereof has been made with regard to 

weighted position constraints. 

7) Strain analysis has been introduced to densification networks 

and used to study the strain effect of the existing network on 

the densification network and the strain effect of gross-errors 

on the densification net1,ork. The inverse strain analysis problem 

has been formulated. 

8) Expressions have been developed to correct the rigorous solution 

1vhen a fe1,· observations are changed or changes in the solution 

for minor changes in the Pl and Px matrices and l 
A ('0) 

and x 

vectors are contemplated 1,ri thout attempting to readjust the 

net1vork. 



8. 2 Concluding Remarks Hi th l{ecomrnenda tions 

1) Point positions computed in a h•eighted position constraint 

adjustment of horizontal geodetic netHorks using the expressions 

given in Chapter 3 are identical to those obtained by adjusting 

the existing and densification netHorks simultaneously and are 

therefore rigorous. Two conditions must hoHever be satisfied. 

a) The initial coordinates for the linearization of the main 

mathematical model must be equal to the least-squares 

estimated positions of the junction points derived in the 

existing network, and suitable initial ~osition coordinates 

for the ne1v points. 

b) The weight matrix of the initial junction point positions 

is equal to the appropriate s~Jmatrix of the normal equations 

inverse from the adjustment of the existing network. 

In general therefore, the initial point positions in the weighted 

constraint adjustment are stochastic variables 1vith a finite 

covariance matrix. 

2) The mathematical models and normal equations of the simultaneous 

adjustment are symmetrically formulated 1vith respect to the ne1v 

and existing non-junction points. The existing network affects 

the densification network and vice versa. The extent of the 

effect of the neh' net1vork on the existing net1vork requires more 

study. Such a study could, for example establish some "rule-of­

thwnb" that stipulates the region of significant influence of 

the densification net\\'ork on the existing network. The same 

expressions developed for the nch' points can be used for the 
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existing points by interchanging the subscripts n and e. 

3) It is possible and cost effective to correct the non-rigorous 

fixed-point and overconstrained adjustment results to rigorous 

ones, 1•hen the covariance matrix (normal equations inverse) of 

the non-rigorous solution has been preserved. The correction 

algorithms require hO\vever that a rigorous solution be obtained 

for the fixed-points of the junction subneth'ork by rigorous 

adju:stment of these points. 

4) Correcting the rigorously adjusted results for blunders conunitted 

1\'hile assembling the input data for an adjustment program is also 

possible and cost effective lvithout a complete readjustment of 

tile neti\'Ork. Algorithms to correct for such blunders require 

the normal equations inverse and the corrupted matrices and/or 

vectors to be preserved. 

5) It is mathematically wrong to assign zero weights to initial 

positions in a weighted position constraint adjustment. Zero 

1\'eights assume the covariance matrix to be tmdefined and our trust 

i.n thej r values to be zero. The effect of the existing net1•ork 

cannot be propagated into the densification net••ork under such 

an assumption. Elements of weight matrix corresponding to fixed 

positions can be considered to be large with very small reciprocal 

values which are close to zero. 

()) The marginally detectable errors in observations depend on the 

geometrical strength of the net1vork as the redundancy numbers 

show. It has been established in this study that a densification 

nctl\·ork ca11 be found to be incompatible .vith the existing net<-wrk 
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\\'hen errors smaller than those marginally detectable by statis­

tical tests on the residuals exist in the observations. It is 

recommended that out-of-context compatibility tests be part of 

the statistical analysis of each densi fication solution. 

7) The covariance matrix of the position differences of the junction 

points before and after densification has been confirmed to be 

equal to the covariance matrix of existing positions minus the 

covariance matrix of the densification solution. These results 

confirm the fact that a rigorous densification strengthens the 

existing network. 

8) a) Strain due to inconsistent observations is a linear function of 

the inconsistency. Depending on the network geometry, strain 

on points that are statistically incompatible can be quite 

conspicuous. 

b) Mathematically speaking, it is possible to recover the incon­

sistency in the observations associated with a particular type 

of strain by solving the inverse strain analysis problem as 

derived but not tested in this study. 

c) The potentials of the strain analysis technique in horizontal 

geodetic netl<orks is far from having been fully exploited. 

It is recommended that geodesists take advantage of the ver­

satility of the technique and its capacity to treJ.t a net1"ork 

as a deformable body in scale, rotation and shape. Very little 

effort is required to obtain these indicators. llo1vever, the 

asswnption of no physical motion to the network made h'ith 

regard to analysis of observations is not always va'l i J, 



especially when the junction points lie in a seismically 

active area. r .. lore 1•ork has to be done 111 this area. The 

numerical solution of the inverse strain analysis problem and 

its si~1ificance to geodetic networks is a new area open 

for research. 

9) The least-squares expressions developed in this study for the 

rigorous densification and error analysis of horizontal geodetic 

networks make it possible to: 

a) adjust dcnsification networks rigorously and cost effectively 

using the raw observations or by correcting non-rigo~ous 

solutions, 

b) test the compatibility of the existing and dcnsification 

after searching for outliers using the residuals. 

c) perform strain analysis of the network when the existing and 

densi fication net1varks are statistically incompat ib lc, or 

when investigating the strain effects of the existing network 

on the densification network and vice versa. 

Implementation of these routines requires; 

a) The development of ways and means of storing all adjustment 

results (positions and covariance matrices) in a retrievable 

form by improving existing data banks and establishing some 

where they are non-existent. 

b) the development of computer software with the capability to 

implement the stipulated routines. State-of-the-art softh'arc 

(e.g., TRAVlO, ~IANOI~. GHOST) arc not equipped h'ith this 

possibility. 

The soft1.1are for comp.:1tibility testing and strain analysis 1s 
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given in Append.ix V-1. lt is recommended that similar routines 

be incorporateJ :into all softh'are for network adjustment. 

10) Developments made in this dissertation do not claim to have solved 

all the problems of network densification. The contributions 

made with regard to quality control, are confined to only a 

subneth·ork of the densified network. Even here, the ambiguity 

of identifying the offensive network (5 1 or s2) makes it impossible, 

at least for nmv, to pinpoint the responsible observations. One 

approach ~>•hich can help to define the cause for incompatibility, 

if and when it exis·rs, includes the use of the following procedure: 

First, a network is adjusted as a free network. The literature 

on free net1,ork adjustment is quite rich, i.e., Blaha [1971, 

1982a,b,c], Markuze [1971], Mittermayer [1972], Grafarend and 

Schaffl·in [1974], Perelmuter [1979] and Welsch [1979] all of 

~>·hich address different problems associated with free network 

adjustment. The purpose of the free adjustment is to perform an 

anal)'Sis on the residuals. Here, the residuals are free from 

the strain that h'ould othenvise be imposed on the adjustment by 

constraints. The search for outliers is then done using the 

statistical tests described in Otapter 5. Secondly, the compu­

tation of rigorous positions is done by transforming the free 

aJjustmcnt results into rigorous results using the expressions 

developed 1n Chapter 4. 

The above procedures ensures quality control of the new 

observations. If the network 5 7 is incompatible with s1 it is then 

suggested that ~>•e look out in s1 for outliers. 
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APPENDIX I 

mNI,\IAL CONSTRAINT AD.JUSHIENT OF TilE EXISTING NETIVORI\ 

I .1 The ~1athematica1 fvlode1 

FCx ,x.) = 9~ 
e J 

In linear form (cf., section 2.2 for 

* A 6 + A.6. - r + (!) 1 = 0 
e e J J 

I. 2 The System of Normal Equations 

Nl 

u1 

T 
'\P !''\ 

T 
AlPl!J-\ 

T 
A.) 

J 

·P . l 

notation) 

. p . 1 

In partitioned form (cf., section 2.3 for notation) 

N . 
eJ ] [:] . [:] 

J J 

.... ·k 

I.3 Solution of Normal Equations for 6. 
J 

0 

(a) The correction vector. (obtained by block-partitioning 1.4) 
~* 

6. 
J 

-1 -Q u 
e x 

1vhere, 

Qe N lj N. N-lN . ! 
JC cc CJ 

1 
N. 

-1 
\1 u. N u 

X J JC cc c 

I.l 

I.2 

1.3 

I.4 

I.S 



(b) The covariance matrix C6* 
l 
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C"* Q-lN .Q +Q- 1N. N-lN .Q- 1-2Q- 1N. N-lN .Q- 1 
6. e }JC C JCCCCJC e JCCCCJe 

or 

J 

C6'* Q-l[N1.-N. N-lN .]Q-1 
j e J J e ee CJ e 

C* 
0. 

J 

(c) The covariance matrix, 

'l (0) 
X. = X 

'* 
+ tS. 

J J 

Th c mode l ( I. 2) assumes C (O) :: 0. 
X 

cl C6~ 
x. J 

or J 

-1 
cl = Qe 

x. 
J 

Therefore 

[. (j 

I.7 

I.S 



l<i .) 

i\I)I'ENDI X I l 

SH!PLIFIED INVERSION OF (N+6N) -l 

FOil. .\ GIVEN N-l 
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APPENDIX II 

SIMPLIFIED INVERSION OF (N+6N)-I FOR A GIVEN N-l 

Lets recall the matrix identity [Liebelt, 1967]; 

(C-l+ATB-l.l\)-l = C-CAT(B+ACAT)- 1AC 

Let , 

c 

B 

A 

I 

T 
a 

Equation (II.1) can now be expressed as; 

T -1 -1 -1 T -1 -1 T -1 
(N+aa ) = N -N a( I+a N a) a N 

If 6N 
T 

aa then equation (II.2) can be expressed as; 

-1 -1 -1 * -1 
(N+llN) = N -N llN N 

where, 

* T -1 -1 T 
6N = a(I+a N a) a 

I I. l 

I I. 2 

11.3 

11.4 

The above formulation defines "a" to be the Cho1eski root of llN. 

-1 
Equation (II.3) is the rigorous expression of the inverse (N+llN) . 

Equation (II.2) can be expanded further. Let equation (11.1) be applied 

T -l -1 
to the matrix inverse (I+a N a) . The result is; 

T l l T T -1 (I+a N- a)- = I-a (N+aa ) a II.S 

Equation (11.2) can be substituted repetitively into (S) to give; 

T -1 1 T -1 T -1 T -1 
(I+a N a)- =I-aN a+a N aa N a- ... II.6 

Substituting equation (11.6) hack into (IT.4) and considering 

N. T 
=aa '"e obtain; 

(N~liN) -l I I. 7 

The Series expansion (II. 7) can be continued. The next member of the 
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-1 
series is obtained by pre-multiplying the last term by -N aN or, 

-1 
which is the same thing post-multiplying by -llNN . Equation (I [. 7) 

can be truncated when j[llNj[ « liN! I to; 

(N~llN)-l = N- 1+N- 1llNN-l II.S 

Savings in Computation 

Both the rigorous expression (equation (II.3)) and the 

approximate expression (equation (II.8)) give tremendous savings in 

-1 
computation when compared to the direct inversion of (N+t:.N) This 

is especially true when the matrix N-l is available. On the other 

hand the approximate equation (II.S) offers computation advantages 

over the rigorous expression, especially when the size of the non-

null matrix of llN is significant say, I% - 10"<> of the size of N. 

-1 -1 
The matrix product N t:.NN is of the size of the non-zero submatrix 

of t:.N the number of mul tip1 ications required to obtain the inverses 

(II.3) and for (II.S) for dim(llN) = (pxp) include [Ashkenazi, 1967; 

lvells, 1985]; 

------------------------------------------------------------, 
I 

1 Computation 1 Dimension : ~1ul tiplications : 
1-------------------------~------------J _____________________ J 
I I I 

TN-1 a. 

T -1 
a N a 

T -1 -1 
(I+a N a) 

-1 T -1 T -1 
N a(I+a N a)a N 

Total for N-!N- 1t:.N*N-l 

Total for (N+l:.N) -I 
f __ -----------------------

I I 

(p, n) 
I 2 I 

p n I 

(pIp) 
3 

p 

(p' p) 
3 

p 

2 7 
(n, n) n p + p~n 

' 7 
(n, n) - + 2p- (p+n) 11 p 

! 7 
(n,n) 11 p + p-n 

( ) 3 n, n 1 n 1 ____________ J _____________________ ~ 
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The total number of multiplications for p 0. ln and p O.Oln are 

given in the table below: 

r---------------,---------------------------~---------------·--------~ 

: : ~1ultiplications : ~1u1tiplications 1 
Matrices ~-------------,------------,------------,-----------, 

: p=0.01n :Difference : p=O.ln :Difference: 
I I I I I I 
r---------------,--------------,-------------------------------------~ 

(N+liN)-l 3 
n 

I 3 
0.989798n 

I 

~ jl 

1.0202n'\l0-~1 

3 
n 

1 72 3 10- 1 . - n x 

3 -4 
1. 02n x10 1 

3 -2 
12. 19n x10 

3 -2 
l.Oln xlO 

I 

1 1.001n\1o-l: 
I 

________________ J ______________ J ____________ ~------------~-------·---

The total number of multiplications for p=O.ln and p=O.Oln when 

04 . . h n = l are g1ven 1n t e table below. 

r--------------,----------------------------~----------------------, 
1 

: ~1ul tiplications 1 ~·1ultiplications : 
~!at rices r------------,--------------,----------,-----------, 

1 p=0.01n 1 D'ff 1 p=0.1n 1 o·ff 1 
1 _ 10 4 1 1 ·erence 1 _ 104 1 1 erence 1 

I I n- 1 I Jl- I I ---------------,-------------,--------------,----------,-----------, 
(N+liN)- 1 

N - 1 -N- 1liN * N- l 

N- 1-N- 1t..NN- 1 

I I I 

10 
1. 0202xl0 

10 
l. OlxlO 

I 
I 
I 
I 

I 

111 
9.89798xl0 : 
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APPENDIX III 

RESIDUALS IN A RIGOROUS DENSIFICATION 

NETII'ORK ADJUSTtviENT 
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APPENDIX III 

RESIDUALS IN A RIGOROUS DENSIFICATION NETWORK ADJUSn1ENT 

In general, residuals can be expressed as; 

where, 

r = A6 + w 

w = f(x(O)) -£ 

-1 T -(N+Px) A Pw 

Substituting (2) into (l) gives 

-1 T r = (1-A(N+Px) A P)w 

or 

where, 

I I I. 1 

I I I. 2 

II I. 3 

-1 T M = A(N+Px) A P 111.4 

dim(I-M) = dim(M) = (n,n) 

n = dim(Q.) 

The author has proved that in fact: 

The matrix M is not an idempotent matrix. It 

becomes idempotent when Px" 0. 

The Covariance ~latrix c~ 
r 

c~ can be derived by applying the covariance law to 
r 

equation (III. 3), i.e., 

C C + ~·IC ~? -C ~~r -~IC 
r w w w w 

I I I. 5 

l~e covariance matrix C is derived considering the stochasticity 
w 

of the initial positions as; 



X I 

(. 

Ax 

r:i gu r e I I I . l 

The Geometry of the Least-Squares Residuals. 

\ - :\subspace in a llilbert space II. 

x1 - The orthogonal complement of \. 

r - The least-squares residual vector (.\x-?,). 

r - The residual .·\:\-<.' 

£ - The expected error (Ai-~) 
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c p-1+1\Px-IAT I I I. 6 
w 

where, 

-1 
Px = C (O) 

X 

The m:..~trix product ~IC is obtained from equations (III.4) and (III.6) 
w 

as; 

HC 
T -1 T -1 -1 T = A(A PA+I'x) .'\ P(P +APx A ) 

(.) 

But [Liebelt, I%7); 

Then, 

Further, 

and 

T -1 T 
(A PA+Px) i\ P 

~1C 
tu 

-1 T APx A 

T 
(~1( ) 

[!) 

-l -1 -lT l'x A(P +AI'x A ) 

T -1 T -1 T MC M = A(N+Px) A PAPx A 
w 

I I I. 7 

I IT. 8 

I I I. 9 

II I. 10 

III.l1 

Substituting equations (111.6), (111.9), (111.10) and (111.11) 

into (III.S} gives; 

C' 
r 

-l -lT -lT -lT -1T -1 P +AI'x A +A(N+Px) A PAI'x A -APx A -A(N+Px) 

T -1 -1 T A P(P +AI'x A ) 

1\'hich can be simp! i fied to; 

-1 -1 T 
C, = P -A(N+Px) A r . I I I. L' 

Equation (111.12) is the covariance matrix of the residuals in the 

Px-adjustment. 

The a posteriori variance factor 

The expected value of the quadratic stun of the residuals 
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-1 T 
can be evaluated in terms of the matrix fv1=A(N+Px) /\ P. Let 

[Grafarend, 1981]; 

.T • ""T 
E(r Pr) = tr E(Prr) III.13 

where, 

or 

lvhere; 

r = (I-~!)w 

- "T 
tr E(Prr ) 

"T • 
E (r Pr) 

C = E (ww T) 
(J) 

tr (P(I-N)C (I-M)T] w . 

tr [PC -P~1C -PC ~1T +P~1C ~~r] 
w w w w . 

? 
or (see equation (III.6) and introduce a scale factor a 

0 

7 -1 -1 T 
C = a-[p +APx /\ ] 

w 0 

TII.I4 

III.15 

Equation (III.l4) can be evaluated further by substituting for the 

matrices C and M. 
w 

The following are the expressions of the matrix 

products involved. 

PC a 2I + a 2PAPx-lAT 
w 0 0 

PMC 
w 

a 2PA(N+Px)-lATP(P- 1+APx-lAT) 
0 

Recalling the identity (III.8), 

P~1C o 2PAPx-lAT 
w 0 

Further, 

w 

7 -1 T 7 -1 T -1 T o-P/\(N+Px) A +a-PAPx A PA(N+Px) ~ 
0 0 . 

? -lT -l -lT -lT 
a-PA(N+Px) A P(P +APx A )PA(N+Px) A 0 . . 

again, using the identity (III.7) we obtain; 

l\~1en the expressions (III.l6) - (III. 19) arc substituted into 

(III.14) 1ve get; 

·r -
E (r Pr) 

7 ? -1 T a- tr (I)-a- tr [PA(N+Px) A ] 
0 0 

II I. 16 

III.l7 

III.l8 

III.l9 

III.20 



lve recall the properties of the trace [cf., ~hkhail, 1976], in 

particular that; 

tr (AB) tr (BA) 

then, 

1 T -1 T 
tr (PA(N+Px)- A) = tr [A(N+Px) A P) 

reGllling equation (III.4) h'e obtain further that, 

-1 T 
tr [PA(N+Px) A ] = tr U·1) II1.21 

Equation (111.20) is simplified by (III.2l) to; 

~T ' 7 :> 
E(r Pr) =a- tr (I)-a- tr C·!) III.22 

0 0 

The identity matrix in equation (III.22) has the follO\~ing dimensions 

dim(I) = (n,n) 

The trace of I therefore equals ton, i.e., 

tr (I) = n 

Let the trace of M be u . Then; 

~T ~ 

E(r Pr) 
2 I 

a (n-u ) 
0 

III.23 

Equation (III.23) gives the expected quadratic sum of the residuals 

I 2 . . . k w1en a 1s a pr1or1 nown. 
0 

The variance factor can also be 

estim.1tcd using equation (I I I. 23), ~>•hen the expected quadratic 

sum of the residu.1ls rPr has been computed, 
~T , 

2 r Pr 
.:!o n-u• 

i.e. , 

III.24 

The denominator in (TII.24) 1s the number of degrees of freedom 

in the Px-adjustment. 
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:\l'l'LN D I X [ \' 

SOLlJfiON OF TIUPLL P.'\RTrTIO\EIJ 

SYSTHI Of NOitl'-1:\L EQUATIONS 
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APPENDIX IV 

TRIPLE PARTITIONING Or: TilE Lli::\SIFICAT!Oi'-J NLTI~Or<.K 

1be Mathematical Model 

The t-1athematica1 ~lode 1 in 1 inear form for the 1\eightecl 

constraint adjustment 
- -f - -nf 
Afo . + A. o . + !\ 5 - r + 11: 

· J J J n n 

The Least-Squares Criterion 

The Variation Function 

0 

= rf 

r . 
nt 

:C ·.'. 

f : l'x. 

T T f T nf T - - - -nf 
r Pr+rfPx rf+r fPx r f+2K (Afo.+A.o. +A o -r+w)+ 

n n J JJ nn 

7 KT ( ; f ) 2 KT ( ; n f ) +_ f u. -rf + . u. -r f 
J J J 11 

The Normal Equations in Nine Unknowns 

IV. l 

IV.~ 

IV.:i 

IV.4 

IV.S 

The Normal equations matrix for the combined adjustment 

ln hypermatrix form becomes: 

p 0 0 B 0 0 0 0 0 r 0 

0 Pxf 0 0 B 0 0 0 0 
:f 

0 

0 0 Plfo 0 B 0 0 0 r 0 
An 

B 0 0 0 0 0 Af Aj A K w n 
0 B 0 0 0 0 0 B 0 K ... 0 0 IV.6 

Af 
0 0 B 0 0 0 0 0 B K. 0 

-r AJ 
0 0 0 :f 0 0 0 0 0 0 0 

AT' 
0 0 0 A~ 0 0 0 0 0 8f 0 

3 AJ 
0 0 0 0 B 0 0 0 8 I~ f 0 

n J 



1 7S 

Eliminating r, rf and r 
11f 

reduces the hypcrmatrix to: 

- 1 
0 0 Af A. IV p A 1\ 

J 11 

0 (Pxf) -1 0 0 B 0 K 
f 

0 

0 0 (Pxnf)-1 0 0 B K. 0 
J 

-T 
0 0 0 0 0 .s 0 Af + 

11 
-T 
A. B 0 0 0 0 ~:- 0 

J J 
-T 
A 0 B 0 0 0 

.:nf 
6. 0 

11 J 

The !'!onnal Equations in Three Unknowns (setting B -I) 

or 

or 

T 
A P:\ 

n n 
-T 
AfP/\ n 

-T 
A.PA 

J n 

~f 
l~l 

_i 

~11f 
0. 

J 

:5 
n 

Eliminating K K and K. leads to: - • f J 

-T - f 
(/\. PAf+Px .) 

J 
-T -
A. PAf 

J . 

ATPA 
n f 

A~PA 
J n 

A~PA 
J n 

ATPA 
n n 

-T -
AlAj 

/) 
n 

:::f 
6. 

J 

~~f 
J 

-c 
8~ 

J 
.:nf 
6. 

J 

6 
n 

-T - nf 
(A.PA.+Px ) 

J J 

ATPA. 
n J 

+ 

+ 

-T 
AfPAn 

-T 
A.PA 

J n 

ATPA 
n n 

AT PI\' 
n 

-T 
AfPI\' 

A~ PI\' 
J 

A;Piv 

A~PW 
J 

ATP\V 
n 

-1 -T 
All\' 

-T 
A.PW 

J 
AT P\\r 

n 

0 IV. 7 

I\'.8 

IV.9 

IV .10 
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The Normal Equations in T1vo Unknmvns 

Let, 

Then, 

or 

h"hcrc, 

From (IV.9) we obtain; 

N .. 
J J 

N. 
Jll 

N . 
llJ 

N nn 

u. 
J 

u 
11 

[;:fJ 
6~f 

J 

0 
11 

II .. 
J J 

[
Nj j 

N . 
llJ 

N. 
Jll 

N 
nn 

II .. H. 
J .l Jll 

ll II 
llJ nn 

-1 - l 
(N .. -N. N N .) 
. JJ Jll 1111 llJ 

0 IV. 11 

IV .12 

IV.13 

IV .14 

IV.lS 

IV. 16 

IV.17 

IV .18 

u. 
J 

IV. 19 
l.1 

11 

I\!.20 



I! 
nn 

II. 
Jl1 

I! . 
!1_1 

177 

N N . \1 .-1 
( - .N .. l'- ) 

nn nJ J J J n 
I\'.21 

-N .. N. II -11. .N. N 
-1 rv. n 

JJ Jll nn JJ Jn nn 
- l 

-N N .II .. 
- l 

-H N .:J .. IV.23 
nn llJ JJ nn 11J JJ 

·n1e Solution Vectors 

or 

or 

Tl . ;r.lf 1c so!ut1on vector, u 

-nr 
6. 

J 

-II .. u. -II. u 
JJ J Jl1 n 

II .. (N. N-lu -u.) 
J J J n nn n J 

J 

The solution vector, o 
n 

6 
!1 

0 
n 

-II . u. -H u 
nJ J nn n 

II (N .N .. u.-u) 
nn nJ J J J n 

lV.~S 

I \i. 26 

IV. 27 

Eliminating o from (IV.S) leads to; 
n 

~ !1 f 
(J. 

J 

~ f 
(), 

J 

+ 

-T - -T . T T -1 T -
A.PAf-~.PA (A PA (A PA) A PA 1J J _1 n n n n n· n · 

f -r - 'T T -1 T -
(Px +/\fP;\t.) -At.PA (:\ !'A ) A PAf 

n n n n : 

0 IV.28 



Let, 

Then, 

or 

\\'here, 

Simi I :trly, 

* N .. 
J J 

Nff 

N. f­J . 

Nf. 
J 

U. 
J 

~ l1 f 
•). 

J 

* II. 
j _I 

II ff 

II fj 

II. f 
.l . 

The 

~1-1 f 
J 

: l1 f 
0. 

J 

-f 
,_I. 
• J 
~f 
( . 

J 

178 

(A·~-~J.~_+Px11 f)-A·~-PA (ATPA )-lATP/\. 
]J Jllllll !1) 

-T - f -r T -1 T -
(A f.P A f+ P x ) -/\ fp A ( /\ P /\ ) /\ P A f 

. · . 11 11 n n 
-r - -y T -1 T -
A.PAf-A.PA (A Pi\) A PAf 

J . J 11 n 11 11. 

-r - -r T -1 T -
AfPA.-AfPA (A PA) A PA. 
.J 111111 11) 

~-~-P\~-,:~::PA (!\ TPA ) - 1 A TP\V 
J J 11 11 11 l1 

- T --r T -1 T 
!\ PW-A PA (A PA } !\ PW 

f f n n n 11 

[ 
\! .. 

J J 

N fj 

;\jf 

* I!. . 
J J 

Hff 

u/ N _N-1N } -1 : . -, . f ff f' J J J . J 

. 1 ,* -J I -1 
(N ff-N f'N .. N. f) . . J J J J 

-II ft..:"'f / J ~ 
II* N N- 1 

- ... f ff J J J . . 

~olut.i.on vectors ~11 f 6~ 0. 
' J J 

* * -II .. ll. -11. fllf 
J J J J 

* -1 * 
II .. (0! . ..:Nffuf-u.) 

_I J J t : . ) . 

*" 
-II f. u. 

J J '! ffuf 

- l * 
llff(N .. N .. u.-uf} 

. t] JJ J .. 

u~l 
u~ 

IV-29 

IV-30 

IV. 31 

IV. 32 

IV.33 

IV.35 

IV.36 

I\1.37 

IV.3S 

IV. 39 

I\'. 40 
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AI'PI::-.JDIX V 

Cm1PATIB I LITY TEST SOFT\1'\IH: 

(Computer Program CrEST) 



2 
11 
19 
29 
30 
31 
32 
33 

IIAABKOP51 JOB '6703,RAOO' ,LUOOE,MSGCLASS·A,NOTIFY•6767 
•••PASSWORD $ACF1770 PASSWORD($) SUCCESSFULLY SCANNED 
•••JOBPARM M•5,L·50,R·3072 
II EXEC FORTVCLG,R0•3072K,PARM.FORT•'LANOLVL(66) ,NOMAP' 
IIFORT.SYSIN DO e 
1/LKED.USERLIB DO DSN•A.M12129.SELIBOBJ,DISP•SHR 
IIGO.FT01F001 DO DSN•A.M67034.EXISTJNC.OATA,DISP·SHR 
IIGO.FT02F001 DO OSN•A.M67034.CVMTB.DATA,DISP•SHR 
IIOO.FT03F001 DO DSN•A.M67034.CVMTA.DATA,DISP•SHR 
IIOO.FT15F001 DO DSN•A.M67034.DENSJNC.DATA,DISP·SHR 
ltOO.SYSIN DO 
II 

JOB 2779 

co 
·0 



ISK 1 

IS II 2 

ISN 3 

IS II i 
ISJI 5 

ISN & 

ISN 7 

IS II 8 

•....•... 1 .•....... 2 ......... 3 ......... 4 ......... 5 ......... 6 ......... 7 ••....... 8 

c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 

c 

c 

c 

c 

c 

c 
c 
c 

c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c T E s T 

THIS PROGRAM IS PART OF THE DENSIFICATIOH PACKAGE 

PROGRAM TESTS THE COMPATIBILITY OF ADJUSTED COORDINATES 

GROUPS OF STATIONS ARE ALSO TESTED ON REQUEST 

COVARIANCES ARE RIGOROUSLY CONSIDERED 

BY F.N.LUGOE- SEPTEMBER 25,1984 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS PROGRAM IS ADAPTED TO ACCEPT THE COVARIANCE MATRIX 

Ill THE FORMAT GIVEN BY OUTPUT FROM PROGRAM GEOPAN 
FOR ANY OTHER FORMAT SUBROUTINE READ MUST BE MODIFIED 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
IMPLICIT REALt8(A-H,O-Z) 

SET DIMENSIONS EQUAL TO EXPECTED TOTAL NUMBER OF STATIONS 
DIME II S I 0 II II (1 0 0) , II 3 ( 1 0 0) , X ( 1 0 0) , Y (1 0 0) , X 2 (1 0 0) , Y 2 (1 0 0) 

DIMENSION VECTORS EQUAL ROW DIMENSION OF OUTPUT GEOPAN MATRIX 
D I ME II S I 0 N N 1 (1 0 14 ) , II 2 (1 0 H ) 

CHANGE DIMENSIONS BELOW TO SUIT THE NETWORK TO BE TESTED 
DIMENSION CDX(79,78) ,CX2(79,79),CY2(78,79) ,PCX(78),YDC{78,78) 
DIMENSION CDY(78,78),DCX(78,79) ,YDY(78) 

DIMENSIONS TO EQUAL TOTAL NUMBER OF EXPECTED NETWORK STATIONS 
DIMENSION DX1(100),DDX(100),DX(100),DY(100) 

DIMENSION BELOW TO EQUAL NUMBER OF POINTS IN THE NETWORK 
INTEGER IWl (78), IW2 (78) 

READ ENTITIES FROM A CARD 

READ(6,•)Iql,MQ,IFAC,IE,IH,ICODE,VAR3,VAR2,ALPHA 

DIMENSION OF THE POSITION YECTOR=TWICE THE NUMBER OF STATIONS 
IS IQl. 

COMPATIBILITY TESTING OF NQ-POINT SUBNETWORKS CONSIDERED. 
THE FACTOR FOR SCALING COORDINATE OIFFERECCES AND COVARIANCE 

MATRIX TO AVOID UNDERFLOW IS IFAC. 
THE COLUMN DIMENSION OF EACH GEOPAN PRINTED SUBMATRIX IS IE. 
THE TOTAL NUMBER OF COLUMNS IS IH. 
ICOOE•O IF CROSS-COVARIANCE BETWEEN SOLUTIONS IS ZERO AND 

ICODE•l IF CROSS-COVARIANCE IS NON-ZERO. 
THE A POSTERIORI VARIANCE FACTORS IF COVARIANCE MATRICES WERE 

IIOT PROPERLY SCALED ARE VAR3 AND YAR2 OR 1 IF ALREADY SCALED. 

IX> 



ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
IS II 

ISN 

ISN 

IS II 
IS II 
IS II 
IS II 
ISK 

ISN 
ISN 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
ISN 
ISN 
IS II 
IS II 
IS II 

IS II 
IS II 
IS II 
IS II 

IS II 

IS II 
IS II 
IS II 
IS II 
IS II 
IS II 

9 
10 
11 
12 
13 
14 
15 

16 

17 

18 
19 
20 
21 
22 

23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 

36 
37 
38 
39 

40 

41 
42 
43 
44 
45 
H 

•....•... 1 •...•.... 2 ......... 3 ......... 4 ......... 5 ......... 6 ......... 7 .•....... 8 

C THE SIGNIFICANCE LEVEL OF THE TEST IS ALPHA. 
c 

c 
c 

IQQ•NQt2 
JSUM-1 
ALPH•(1.0-ALPHA/100.0)t(IQ1/IQQ) 
IF(ALPH.GE.l.O)GOTO 9 
ALP•(t.O-ALPH)tlOO 
IF(ALPH.LT .1.0)GOTO 4 

9 ALP•O.O 
CHANGE CYCLES IN LOOP WHEN NETWORK HAS >100 STATIONS 
4 DO 1 I•1,100 

C READ CO-ORDINATES FROM EXISTING SOLUTION 
C AND CORRESPONDING STATION NUMBERS 
c 

READ(1,200,END•2)N(l) ,X(l) ,Y(l) 
c 
C READ THE COORDINATES FROM THE DENSIFICATION SOLUTION 
C AND CORRESPONDING STATION NUMBERS 
c 

c 
c 
c 

c 

c 

c 
c 

1 READ(15,200)113(I) ,X2(I) ,Y2(1) 
2 ICOUNT•l-1 

IQ•ICOUIITt2 
IK•IQ .. 2 
IO•IQ-IE 

COMPUTE DISPLACEMENT VECTORS 

DO 3 l•l, I COUNT 
DX(l) •X2(I)-X(I) 
DY(l)•Y2(I)-Y(l) 

3 CONTINUE 
I•O 
J•O 
00 ~ II•1,ICOUNT 

1•1+1 
J•I+l 

DDX(I)•DX(II) 
DDX(J)•DY(li) 

I•I+l 
5 CONTINUE 

SUII1•0.0 
SUM2a0.0 
IC•O 
ISUIII•O 

WRITE(6, 552) 
READ COVARIANCE MATRIX OF THE EXISTING AND DENSIFICATION SOLUTIONS 

6.52 FORMAT('-','THE NUMBER OF EXCLUDED POINTS IS:',I41) 
IRDA•IQ1 
NA•IQ 
MA•IQ 
CALL READ(2,IQ,IE,IH,6,CY2,N1) 
CALL READ(3,IQ,IE,IH,6,CX2,N2) 

co 
t-> 



••..•••.• 1 .••••.... 2 •.....•.• 3 .......•. 4 •....•.•. 5 •...•..•. 6 ...•..... 7 .•..•.•.. 8 

c 
c SCALE THE INPUT COVARIANCE MATRICES 
c 

ISN 47 WRITE(6,454) 
c CALL MOUTD(CY2,IQl,IQl,IQl) 

ISN 48 DO 21 I•1, IQl 
ISM 49 DO 20 J•l,IQl 
ISM 50 CDY(I,J)BO,ODO 
ISM 51 20 CONTINUE 
IS II 52 21 CONTINUE 
ISN 53 DO 31 1•1, IQ1 
ISN 54 DO 30 J•l,IQl 
ISN 55 COY(I,J)•CDY(I,J)+CY2(I,J)tVAR2tiFAC 
ISN 56 30 CONTINUE 
ISN 57 31 CONTINUE 
ISN 58 CALL MOUTD(CDY,IQl,IQl,IQl) 
ISN 59 4 7 FORMAT ( '-' , ' THE DETER MI MAN T IS: ' , F 2 5. 15) 
ISN 60 YIRITE(6,554) 

c CALL MOUTD(CX2,IQ1,IQ1,IQ1) 
IS II 61 DO 23 I•l,IQl 
IS II 52 DO 22 J•l,IQl 
IS II 53 CDX(I,J)zO.ODO 
IS II 54 22 CONTIIIUE 
IS II 55 23 CONTINUE ,_. 
IS II 66 DO 3!1 I•l,IQl (/:) 

IS II 57 DO 38 J•l,ICp 
v• 

IS II 58 CDX(I,J)•COX(l,J)+CX2(I,J)tVAR3tiFAC 
IS II u 38 CONTINUE 
IS II 70 39 CONTINUE 
IS II 71 CALL MOUTD(CDX,IQ1,IQ1,IQ1) 

c 
c DERIVE COVARIANCE MATRIX OF DISPLACEMENTS 
c 

ISN 72 IF(ICODE.NE.O)GOTO 12 
ISN 73 CALL MADDD(DCX,IQl,CDX,IQl,CDY,IQl,IQl,IQl) 
IS II 74 IF(ICODE.EQ.O)GOTO 13 
ISN 75 12 CALL MSUBD(DCX,IQl,CDX,IQl,CDl,IQl,IQl,IQ1) 
ISN 76 13 WRITE (6, 555) 
ISN 77 CALL MOUTD(DCX,IQl,IQl,IQl) 

c 
c INVERT COVARIANCE MATRIX OF DISPLACEMENTS 

IS II 78 
c 

CALL MINVD(DCX,IRDA,NA,DETA,IW1,IW2) 
ISN 79 WRITE(6,47)DETA 
IS II 80 DO 25 I•1,IQ 
IS II 81 DO 25 J•l,IQ 
IS II 82 DCX(l,J)•DCX(I,J)tiFAC 
IS II 83 25 COIITIIIUE 
IS II 84 25 COIITIIIUE 
IS II 85 WRITEC5, 556) 
IS II 86 CALL MOUTD(DCX,IROA,MA,NA) 

c 
c DERIVE THE WEIGHTED SUM OF THE SQUARES OF DISPLACEMENTS 
c 

IS II 87 CALL MTVMUL(DCX,IQ1,00X,IQ,PCX,IQ,NA,MA) 
IS II 88 CDDX•O.O 



ISll 
ISN 
IS II 
IS II 
IS II 
IS II 
ISJI 
IS II 

IS II 
IS II 
ISN 
IS II 
ISN 
ISN 
IS II 
ISN 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 
IS II 

IS II 
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c 

DO 60 I•l,IQ 
CDDX·CDDX+PCX(I)•DDX(I) 

60 CONTINUE 
454 FORMAT('-', 'THE EXISTING COVARIANCE MATRIX '/) 
456 FORMAT('-', 'THE WEIGHT MATRIX OF DISPLACEMENTS'/) 
554 FORMAT('-' ,'THE DENSIFICATION COVARIANCE MATRIX '/) 
555 FORMAT{'-' ,'THE COVARIANCE MATRIX OF DISPLACEMENTS'/) 
556 FORMAT('-' ,'THE WEIGHT MATRIX OF DISPLACEMENTS'/) 

C PERFORM COMPATIBILITY TEST FOR INDIVIDUAL SUBNETWORKS 
c 

97 IFCIQQ.EQ.IQ)GOTO BO 
9B IJ•1 
99 K•O 

100 120 ADX•O.O 
101 WRITE(6,754) 
102 754 FORMAT('1', 'TESTING INDIVIDUAL SUBNETWORKS'/) 
103 WRITE(6,756) 
104 756 FORMAT('-' ,'THE SUBNETWORK POINTS ARE:'/) 
105 JR•IIQ•JSUM 
106 758 FORMAT(7X,I4) 
107 DO 121 I•1,IQQ 
108 K•K+l 
109 IF(IJ.OT.JR)GOTO 11 
110 WRITE(6,75B)N(IJ) 
111 IJ•IJ+1 
112 11 CONTINUE 
113 DXl(I)•DDX(K) 
114 121 CONTINUE 
115 ADX•ADX+CHISQ(ALP,IQQ) 
116 10 FORMAT('-','CONFIDENCE LEVEL AND DEGREES OF FREEDOM'/, 

117 
118 
119 

120 
121 
122 
123 
124 
125 
126 
127 
128 
130 
132 
133 
134 
135 
136 
137 

8'-', 'ON WHICH NETWORKS ARE TESTED ARE:' ,F9.2,I4/) 
C COMPILE APPROPRIATE WEIGHT MATRIX FOR EACH SUBNETWORK 
c 

CALL PMAT(DCX,IQ1,YDC,IQQ,IQ,JSUM) 
WRITE(&, 456) 
CALL MOUTD(YDC,IQ1,IQQ,IQQ) 

c 
C DERIVE THE SUM OF WEIGHTED DISPLACEMENTS FOR EACH SUBNETWORK 
c 

CALL MTYMUL(YDC,IQ1,0Xl,IQ,YDY,IQ,IQ,IQ1) 
CYY•O.O 
DO 122 l•1,IQQ 

CYY•CYY+YDY(l)•DXl(I) 
122 COIITIIIUE 

WRITE(6,10)ALP,IQQ 
WRITE(6, 209) ADX 
WRITE ( 6 , 1 9 1) C YY 
IF(CYY.LE.ADX)WRITE(6,762) 
IF(CYY.OT.ADX)WRITE(6,752) 
KRR•IQQ•JSUM 
JSUM-JSUJII+l 
IRR•(IQ-KRR)/2 
IF(IRR.OE.O)OOTO 14 
IRR•O 

14 WRITE(6,652)IRR 

::/) 

~ 
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c 

IF(KRR.LT.IQ)OOTO 120 
80 COIITIIIUE 

WRITE(6,125) 
125 FORMAT('1', 'TESTINO ALL POINTS TOGETHER'/) 

C COMPUTE THE CHI-SQUARE CRITICAL VALUE FOR THE WHOLE ftETWORK 
c 

DO 56 I•1,ICOUftT 
DDPX•X2 (I) -X (I) 
DDPY•Y2(I)-Y(I) 
XYP•DSQRT(DDPXtt2+DDPYto2) 
WRITE(6,717)113(I) ,DOPX,DDPY,XYP 

717 FORJIIAT('-','DIFFEREIICES IN COORDINATES AND POSITIONS ARE:'/, 
87X, I4, 3 F 15. 61) 

5~ CONTINUE 
QX•CHISQ(ALPHA,IQ) 
I SUIII•ISUIII+ 1 
ID·IQtiSUM 
IR· (IQ-ID) /2 
WRITE(6, 652) IR 

c 
C TEST THE COMPATIBILITY OF NETWORK POINTS TOGETHER 

WRITE(6,760) 
WRITE(6,10)ALPHA,IQ 
WRITE(6,209)QX 
WRITE(6,191)CODX 
IF(COOX.LE.QX)WRITE(6,762) 
IF(CDDX.GT.QX)WRITE(6,752) 

750 FORMAT('-', 'TEST R E S U L T S FOR THE WHOLE II E T W 0 R K'/) 
762 FORMAT('-' ,'•••WARIIIIIOtttTHE TWO SETS ARE STATISTICALLY II 0 T 

tCOMPATIBLE'/) 
762 FORMAT('-', 'THE TWO SETS ARE STATISTICALLY COMPATIBLE'/, 

t'-', '•• THE DE II S IF I CAT I 0 II IS RIa 0 R 0 U Stt'/) 

552 FORMAT('-' ,'I II PUT C 0 V A R I A II C E MAT R I C E S'/) 
191 FORMAT('-', 'THE SUM OF WEIGHTED DISPLACEMENTS EOUAL TO:' ,7X,2F14.8/) 

209 FORMAT('-', 'F 0 R COMPATIBILITY, SUM OF WEIGHTED DISPLACEMENTS'/, 
t7X,'MUST BE SMALLER OR EQUAL TO:' ,7X,2F10.6/) 

200 FORMAT(I8,2F15.4) 
STOP 
EIID 

...... 
(/) 
'Jl 
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EXTRACTING SUBMATRICES ABOUT THE DIAGONAL 

SUB R 0 UTI liE P MAT 

BY F.N.LUGOE AUGUST,19B~ 

••••••••••••••••••••••••••• 0 0 •••••• 0 •• 0 •••••••••••••••••••• 0 • 0 • 

SUBROUTINE TO EXTRACT APPROPRIATE SUBMATRIX OF THE WEIGHT 
MATRIX REQUIRED IN TESTING INDIVIDUAL SUBNETWORKS 

SUBROUTINE PMAT(DCY,NS,YDC,IQQ,NM,H) 
IMPLICIT REALo8(~-H,0-Z) 
DIMENSION DCY (liS, liM), YDC (HS, liS) 

II IS NUMBER OF SUBNETWORKS IN THE NETWORK 
IQQ IN THE NUMBER OF POINTS IN A SUBNETWORK 
liS EQUALS TO liM THE TOTAL NUMBER OF POINTS IN NETWORK 

DO 2 111•1, liS 
DO 1 Jll•l, liS 

YDC(IN,JN)•O.DO 
l CONTINUE 
2 CONTINUE 

I•lloiQQ-IQQ+1 
J•I 
IJ •I 
DO 6 II•1,IQQ 
DO 5 JJ•1, IQQ 

Y DC (I I , J J) • Y DC (1 I , J J) +DC Y (I , J) 
5 J•J+l 

J .IJ 
I•I+1 
IF(I.OT.NS)GOTO 7 

6 CONTINUE 
7 CONTINUE 

RETURN 
END 

J) 

C' 
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READIIIO AND ARRAIIOINO OEOPAII COVARIANCE MATRIX 

SUBROUTINE READ 

BY F.N.LUGOE SEPTEMBER,l984 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
SUBROUTINE READ(M,Iq,IC,IL,IN,CX,N) 
IMPLICIT REALt8(A-H,O-Z) 
DIMENSION CX(IQ,IQ),II(IL) 

M IS THE FILE 011 WHICH DATA IS STORED 
IQ IS THE DIMENSION OF MATRIX ROW AND COLUMN 
IC IS !lUMBER OF RECORDS ON PAGE ONE 
IL IS !lUMBER OF RECORDS ON FILE M 
II IS VECTOR OF RECORD NUMBERS 
Ill IS !lUMBER OF COLUMNS Ill A RECORD MiliUS ONE 

IIC •1 
II•O 
IL•O 
Jl•l 
ID•IQ/111 
IO•IQ-IC 
DO 21 l•1,Iq 

DO 20 J•1,Iq 
CX(I,J)•O.OOO 

20 COIITIIIUE 
21 CONTINUE. 

1 J3•J1+III-1 
DO 2 I•1,IC 
II-II+l 
IL•lL+l 

2 READ(M,5)11(1L), (CX(li,JJ) ,JJ•J1 ,J3) 
DO 3 I•1,7 

3 REAO(M, 6) 
IK•IK+1 
II•O 
J1•J3+1 
IF(IK.LE.ID)OOTO 1 
IF(IQ.EQ.IC)GOTO 12 

6 FORMAT(I4,F17.12,F16.12,2(F18.12,F16.12)) 
6 FORMAT(Al) 

J1•1 
IK-1 
II•IC 

7 J3•J1+III-1 
DO 8 I•l,IO 
IL•IL+1 
11•11+1 

8 READ(M,5)N{!L), (CX(li,JJ) ,JJ•Jl,J3) 

..... 
00 
~J 
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0091•1,7 
READ(~,5,ENOa10) 

IK•IK+1 
II•IC 
J1•J3+1 
IF(IK.LE.ID)GOTO 7 

10 CONTINUE 
C WRITE(5,11) 
C 1 1 F 0 R lilA T ( ' - " , ' THE MATRIX F R 0 Ill S U 9 R 0 UTI N E READ ' I) 
C CALL MOUTD(CX,IQ,IQ,lQ) 

12 CONTINUE 
RETURN 
END 

CJO 
J.l 
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c 
c ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
C MULTIPLYING A MATRIX BY A VECTOR 
c 

SUBROUTINE MTVMUL(A,IA,B,IB,C,IC,M,II) 
REALtB A(IA,II) ,B(IB) ,C(IC) 
DO 10 l•l,M 
c (I) .. o 
DO 10 J•l.ll 

10 C(l)•A(l,J)tB(J)+C(l) 
RETURN 
END 

~ 



i 90 

APPENDIX V-2 

PROGRJ\~1 TO CO~IPUrE lliSPLACHIENT GRADIENTS AND 

CURVATURES AT NF:T\vORK STATIONS 

(Computer Program STRAIN l) 



IIAABKOP50 JOB '6703,RAGO' ,LUGOE,MSGCLASS•A,HOTIFY•6767 JOB 2715 
•••PASSWORD $ACF1770 PASSWORO(S) SUCCESSFULLY SCANHEO 
•••JOBPARM M•5,L•50,R·20~B 

2 II EXEC FORTVCO,RC·102~K.RG•I024K,PARM.FORT•'LANGLVL(SS) ,NOMAP,NOLIST' 
11 IIFORT.SYSIN DO • 
25 IIGD.FTOJFOOl DO OSN=A.MS703~.STROW2.DATA, 

II UNIT·P3350,VOL·SER·USER11 ,OISP·SHR 
26 IIGO.FTOlFOOl DO OSN•A.M67034.EXISTJNC.DATA, 

II UNIT•P3350,VOL•SER·USERll,DISP•SHR 
27 IIOO.FT15F001 DO OSN•A.M67034.DENSJNC.OATA, 

II UNITEPJJSO,VOLaSERoUSERll,OISPaSHR 
2B IIGO.FT17F001 00 OSN•A.M67034.MTX2JNC.OATA, 

II UNIT•P3350,VOL·SER·USERll,DISP·OLD 
29 IIGO.FT09F001 DO OSN•A.M67034.DXDY2JNC.OMEGA, 

II UNIT•P3350,VOL•SER•USER11,0ISP•OLD 
30 IIGO.SYSIN DO 

II 
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s T R A N 

A MODIFICATION OF THE STRAIN PROGRAM BY K. THAPA(l980) 

PACKAGE TO COMPUTE DISPLACEMENT GRADIENTS AND CURVATURES 

B y 

F U R A H A H. L U G 0 E 

S E P T., 9 8 3 

THIS PROGRAM IS PART OF THE DENSIFICATION PACKAGE 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
IMPLICIT REALt8(A-H,O-Z) 
DIMENSION R(20,3) ,q(3,20) ,S(3,3) ,EE(3) ,FF(3) ,CDX(20) ,CDY(20) 
DIME N S I 0 N C G ( 2 0) , C H ( 2 0) , T S ( 3 , 3) , T E ( 3) , TF ( 3) , E 0 ( 3) , F 0 ( 3) 
DIME N S I 0 N A ( 2 0 , 3) , B ( 2 0) , C ( 3 , 3) , D ( 2 0) , E ( 3) , F ( 3) , T ( 3 , 2 0) , P ( 3 , 3) 
DIMENSION N (800) ,113 (800), X (800), Y (800), X2 (800), Y2 (800) 
DIIIIENSION OX (20), DY (20), ST (20) 
DIIIIEIISIOII G (20}, H {20), IW1 (3), IW2 (3) 
DIMENSION S1(3,3) ,S2(3,3) ,SP(3,3) ,SS{3,3) ,SSS(3,3) ,PS(3,3) 
DIMENSION SH (3), SG (3), GG (3), HH (3) 

IRDA•3 
NA•3 
IIIA•3 
PI•DARCOS(-1.00) 
II (1) •0 
DO 1 1•2,800 

READ CO-ORDINATES OF FIRST ADJUSTMENT AND STATION NUMBERS 

READ(1,200,END•2)N(I) ,X(I) ,Y(I) 

READ CO-ORDINATES OF SECOND ADJUSTMENT AND STATION NUMBERS 

1 READ(lli,200)113(I) ,X2(l) ,Y2(I) 
2 ICOUNT-I-1 

K•l 
c 
C READ THE STATION NUMBERS ARRANGED IN TWO COLUMNS GIVING 
C THE CONNECTIVITY AT EACH STATION 
c 

30 READ(3,100,END•Ii0)111,~2 
100 FORMAT(2X,I8,2X,I8) 

IF(Nl.EQ.II(K))GOTO 4 
IF{K.EQ.l)GOTO 6 

·~ 
r·..J 
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c 

IF(Nl.EQ.6910170)GOTO 30 
50 WRITE(6,44)11(K) 
44 FOR~AT{' THE DESIGN MATRIX FOR THIS STATION:' ,I4) 

CALL MOUTO(A,20,J,HA) 

C BY CALLING THESE SUBROUTINES LS-SOLUTION FOR DISPLACEMENT 
C GRADIENTS ARE OBTAINED 
C TRANSPOSE DESIGN MATRIX 'A' TO OBTAIN MATRIX 'T' 

28 CALL MATTNP(A,20,T,3,J,3) 
C MULTIPLY THE MATRICES 'A' AND 'T' TO GET 'P' 

29 CALL MATMUL{T,3,A,20,P,3,3,J,3) 
C PRINT MATRIX 'P' FOR EACH STATION 

30 WRITE(6,444)N(K) 
31 444 FORMAT(' THE MATRIX OF NORMAL EQUATIONS FOR STATION:' ,14) 
32 CALL MOUTO(P,IROA,NA,MA) 

C FIND THE NORMAL EQUATIONS INVERSE 'P' 
33 CALL MINVD(P,IROA,NA,DETA,IW1,IW2) 

C PRINT INVERSE 'P' AND ITS DETERMINANT FOR EACH STATION 
34 WRITE(6,555)N(K) 
35 555 FOR~AT(' THE NORMAL EQUATIONS INVERSE FOR STATION:' ,!4) 
36 CALL MOUTO(P,IROA,MA,NA) 
37 WRITE{6,52)0ETA 
38 52 FORMAT{'O',' OETA IS:' ,2F20.6) 

C MULTIPLY MATRIX 'T' BY DISPLACEMENT VECTORS 'OX'. 'OY' 
39 CALL MTVMUL(T,3,0X,20,G,20,3,J) 
40 CALL MTVMUL(T,3,DY,20,H,20,3,J) 

C COMPUTE THE DIAGONAL ELEMENTS OF THE STRAIN TENSOR 
41 CALL MTVMUL(P,3,G,20,E0,3,3,3,3) 
42 CALL MTVMUL(P,3,H,20,F0,3,3,3,3) 
43 WRITE(6,44)N(K) 
44 CALL MOUTD(R,20,J,NA) 

45 

H 

47 
48 

49 

50 
51 
52 

53 
54 

55 

56 

c 
C BY CALLING THESE SUBROUTINES LS-SOLUTION FOR DISPLACEMENT 
C CURVATURE ARE OBTAINED 
C TRANSPOSE DESIGN MATRIX 'R' TO OBTAIN MATRIX 'Q' 

CALL MATTNP(R,20,Q,3,J,3) 
C MULTIPLY THE MATRICES 'Q' AND 'R' TO GET 'S' 

CALL MATMUL(Q,3,R,20,S,3,3,J,3) 
C PRINT MATRIX 'S' FOR EACH STATION 

WRITE(6,444)11(K) 
CALL MOUTO(S,IROA,NA,MA) 

C FINO THE NORMAL EQUATIONS INVERSE OF 'S' 
CALL MIIIVO(S,IRDA,IIA,DETA,IW1,IW2) 

C PRINT INVERSE OF 'S' AND ITS DETERMINANT FOR EACH STATION 
WRITE(6,555)11(K) 
CALL MOUTO{S,IRD~.MA,NA) 
WRITE(6, 52) OETA 

C MULTIPLY MATRIX 'Q' BY CONVERTED DISP. VECTORS 'COX'. 'COY' 
CALL MTVMUL(Q,3,COX,20,CG,20,3,J) 
CALL MTVMUL(Q,3,CDY,20,CH,20,3,J) 

C PERFORM MATRIX OPERATIONS FOR THE SOLUTION OF STRAIN-RATES 
c 
C OBTAIN THE PRODUCT OF THE TRANSPOSE OF R AND A 

CALL MATMUL(Q,3,A,20,S1,3,3,J,3) 
C OBTAIN THE PRODUCT OF THE TRANSPOSE OF R AND R 

CALL MATMUL(Q,3,R,20,S3,3,3,J,3) 

•:::;;. 
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c 

c 

c 

c 

c 

c 

c 

c 

c 
c 
c 
c 
c 
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c 

c 
c 
c 

c 
c 
c 

OBTAIN THE PRODUCT OF THE TRANSPOSE OF A AND R 
CALL MATMUL(T,3,R,20,S2,3,3,J,3) 

OBTAIN THE PRODUCT OF Sl AND INVERSE P 
CALL MATMUL(Sl,3,P,3,SP,3,3,3,3) 

OBTAIN THE PRODUCT OF SP AND 52 
CALL MATMUL(SP,3,S2,3,SS,3,3,3,3) 

TAKE THE DIFFERENCE OF SS FROM 53 
CALL MSUBCS(SSS,3,S3,3,SS,3,3,3) 

OBTAIN THE PRODUCT OF SP WITH VECTORS G AND H 
CALL MTVMUL(SP,3,0,20,SQ,3,3,J,3) 
CALL MTVMUL(SP,3,H,20,SH,3,3,J,3) 

TAKE THE VECTOR DIFFERENCES 
CALL MSUBCS(OQ,l,CG,l,SG,l,J,l) 
CALL MSUBCS(HH,l,CH,1,SH,1,J,l) 

TAKE THE INVERSE OF THE MATRIX SSS 
CALL MINVD(SSS,IRDA,NA,DETA,IWl ,IW2) 

MULTIPLY THE INVERSE WITH A VECTOR 
CALL MTVMUL(SSS,3,G0,3,EE,3,3,3,3) 
CALL MTVMUL(SSS,3,HH,3,FF,3,3,3,3) 

COMPUTE THE DISPLACEMENT GRADIENTS FOR THE NON LINEAR APPROXIMATION 

TAKE THE TRANSPOSE OF 51 

CALL MATTIIP(Sl,3,TS,3,3,3) 
MULTIPLY INVERSE P WITH TRANSPOSE TS 

CALL MATMUL(P,3,TS,3,PS,3,3,3,3) 
MULTIPLY THIS PRODUCT WITH CURVATURE VECTORS 

CALL MTVMUL(PS,3,EE,3,TE,3,3,3,3) 

CALL MTVMUL(PS,3,FF,3,TF,3,3,3,3) 
SUBTRACT TO OBTAIN THE GRADIENNT VECTORS 

CALL MSUBCS(E,l,EO,l,TE,1,3,1) 

CALL MS U B C S ( F , 1 , F 0 , 1, T F , 1 , 3 , 1 ) 

PRINT DISPLACEMENT GRADIENTS FOR EACH STATION 
WRITE(6,128)N(K) 

128 FORMAT(7X, 'THE VALUES OF DISPLACEMENT GRADIENTS'/, 
8 ' F 0 R STAT I 0 N N U IIIB E R ' , I 8/) 

COMPUTE OFF-DIAGONAL ELEMENT OF THE SYMMETRIC STRAIN TENSOR 

EP12•0.5•(E(2)+F(l)) 
WRITE(5,45l)E(l) ,EP12,F(2) 

451 FORMAT(4X,3(3X,D14.8)/) 
455 FORMAT(1X,3F18.10) 

c 
C WRITE THE ELEMENTS OF SYMMETRIC STRAIN TENSOR IN A FILE 
C WITH UNIT 17 
c 

WRITE(l7,455)E(l) ,EP12,F(2J 
COX.E (3) •1. 0D+4 
COY.F(3) o1.0D+4 
WRITE(6,410)COX,COY 

...... 
'.:J 
.;;. 



ISN 

IS II 
ISN 
ISN 
ISN 
ISH 
ISN 

IS II 
IS II 
IS II 

IS II 
IS II 
ISH 

IS II 
ISN 
ISN 
IS II 
ISH 
IS II 
ISN 
ISN 
IS II 
IS II 

IS II 
IS II 
ISN 
ISN 

ISN 
IS II 
IS II 
IS II 
ISN 
ISN 
ISN 
ISN 
ISN 
IS II 
IS II 
ISN 

8~ 

85 
86 
87 
88 
89 
90 

91 
92 
93 

•....•.•• 1 •........ 2 ......... 3 ......... ~ .....•... 5 ......... 6 .......•. 7 .•....... 8 

c 
C PRINT THE VALUES OF CONSTANTS 
c 

410 FORMAT(7X, 'THE C 0 S T A N T S ARE RESPECTIVELY'/,3X, 
82(4X,D14.8)/) 

c 
C COMPUTE AND PRINT VARIOUS OTHER COMPONENTS OF STRAIN TENSOR 
C THESE ARE ONLY USEFUL FOR CRUSTAL ANALYSIS 
c 

Gl!ll•EC1)-F(2) 
G/112•2 • E ( 2) 
GM•DSQRT(GM1•GM1+GM2•GM2) 
OMEGA•0.5•(E(2)-F(l)) 
WRITE(6,360)GM1,GM2,GM,OMEGA 

360 FORMAT(7X,'THE VALUES OF GM1,GM2,GM AND OMEGA ARE:'/ 
8~X.2(3X,D14.8)/,4X,2(3X,D14.8)/) 

DX1•X2(K)-X(K) 
DYl•Y2 (K) -Y (K) 
WRITE ( 6 , 13 8) N ( 10 , D X 1 , D Y 1 , 0 MEG A 

c 
C WRITE STATION NUMBERS DISPLACEMENTS AND VALUES OF 
C AVERAGE DIFFERENTIAL ROTATION ON A FILE I II UNIT 9 
c 

94 WRITE(9,135)N(K) ,DX1,DY1,0MEGA 
95 135 FORMAT(I8,2F16.8,F16.8) 
96 138 FORMAT(7X,'THE STATION NAME 1 DISPLACEMENTS 1 OMEGA ARE'/ 

8,3X,I8,2F16.8,3X,D14.8/) 
97 SHR•2•EP12 
98 DILAT•E(1)+F(2) 
99 SIGMAaDSQRT(GM1•GM1+SHR•SHR) 

100 EPSLN•SHR+SIGMA 
101 IF(DILAT.Eq.O.O) GOTO 23 
102 TNTH•(-GM1+SIGMA)/DILAT 
103 DIRETN•DATAN(TNTH)•1BO.OO/PI 
10~ WRITE(6,500)SHR,DILAT,SIGMA,EPSLN,DIRETN 
105 23 CONTINUE 
106 500 FORMAT(7X,'THE VALUES OF SHEAR DILATION,MAX.SHEAR STRAIN'/, 

87X,'AND ITS DIRECTION ARE'/,7X,3014.6/,7X,2014.6/) 
C COMPUTE EXTENSION AND CONTRACTION RATES FOR EACH STATION 

107 ERX•2•EE(l) 
lOB ERY·2•EE(2) 
109 CRX•2•FF(1) 
110 CRY•2•FF(2) 

C PRINT STRAIN-RATES, ROTATION-RATES AND SHEAR-RATES 
111 WRITE(5,90)ERX 
112 WRITE(6,91)EE(3) 
113 WRITE(6,92)ERY 
114 WRITE(5,95)CRX 
115 WRITE(5,96)FF(3) 
116 WRITE(6,97)CRY 
117 XSHEA•0.6•EE(3)+FF(1) 
118 YSHEA•EE(2)+0.6•FF(3) 
119 WRITE(5,81)XSHEA,YSHEA 
120 XROT•0.6•EE(3)-FF(1) 
121 YROT•EE(2)-0.6tFF(3) 
122 WRITE(6,82)XROT,YROT 

:.n 



IS~ 

ISH 
IS~ 
ISH 
ISH 
ISN 
ISN 
ISH 

ISN 
ISN 
ISH 
ISN 
IS II 
ISN 
ISN 
ISN 
IS II 

ISN 
IS II 
ISN 
ISN 
ISN 
ISN 
ISN 
IS II 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 

IS~ 
ISN 
ISN 
ISN 
!SN 
IS II 
!SN 
ISN 
ISN 
ISN 

123 
124 
125 
126 
127 
128 
129 
130 

13 I 
132 
133 
134 
135 
136 
137 
138 
139 

140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 

158 
15 9 
150 
1 51 
152 
163 
154 
165 
1 56 
167 

•....•... 1 ......... 2 ......... 3 ........ ,4 ......... 5 ......... 6 ...... ' .. 7 .•....... 8 

c 
c 

9 0 F 0 R MAT ( 7 X , ' THE 
9 1 F 0 R MAT ( 7 X , ' THE 
92 FORMAT (7X, 'THE 
9 5 F 0 R MAT ( 7 X , ' THE 
96 FORMAT(7X,'THE 
91 FORMAT(7X, 'THE 
81 FORMAT (7X, 'THE 
8 2 F 0 R MAT ( 7 X, ' THE 

CHECK VALUES 

EXTENSION-RATE 
EXTENSION-RATE 
EXTENSION-RATE 

CONTRACTION-RATE 
CONTRACTIO~-RATE 
CONTRACTION-RATE 

SHEAR-RATES ON 
ROTATION-RATES ON 

ON X 
ON XY 
0~ y 
ON X 
0~ XY 
ON Y 
X A~D Y 
X AND Y 

IS;',D14.6) 
IS;',Dl4.6) 
IS;',D14.6) 
IS;',D!4.6) 
IS;',D14.6) 
IS;',D!4.6) 

ARE;',2D14.6) 
ARE;',2014.6) 

WRITE(5,11)K,!COUNT 
1 1 F 0 R MAT( 1 X , ' THE CURRENT VALUES 0 F K AN 0 I C 0 UN T ARE : ' , 2 I 6) 

!F(K.EQ.ICOU~T)GOTO 20 
CONTINUE 
K•K+1 
JJ•1 
ST(1)•PII 
SX•X(K) 
SY•Y(I() 

c 
C COMPUTE THE DISPLACEMENTS AND ELEMENTS OF MATRICES 'A' 1 'R' 
C FOR THE STATION EACH STATIO~ 
c 

D X ( 1) • (X 2 ( K)- X (I()) o1 . 0 D -4 
DY(1)•(Y2(K)-Y(K))ol.OD-4 
A(1,1)•0.0 
A(1,2)•0.0 
A(!,3)•1.0 
R(1.1)•0.0 
R(l,2)•0.0 
R(l,3)•0.0 
COX (1) • (X2 (K) -X (K)) o1. OD-4 
COY(l)·(Y2(K)-Y(K))o1 .00-4 
CONTINUE 
DO 10 Izl,JJ 

10 !F(N2.EQ.ST(I))QO TO 30 
JJ•I 
J ·J J 
ST(I)•N2 
DO 5 I•1,ICOUHT 
!F(N2.NE.N3(I))GOTO 5 

C COMPUTE THE ELEMENTS OF MATRICES 'A'l'R' AND THE DISPLACEME~TS 
C AT STATIONS WHICH ARE CONNECTED BY OBSERVATIONS TO THE POINT 
C AT WHICH DISPLACEMENT GRADIENTS AND DISPLACEMENT CURVATURES 
C ARE BEINO COMPUTED 
c 

0 X ( J ) • ( X 2 (I ) - X ( I ) ) • 1 . 0 D- 4 
DY(J)•(Y2(I)-Y(I))o1.0D-4 
A ( J , 1 ) • (X ( I) - S X) o 1 • 0 D- 4 
A ( J , 2) • ( Y (I) - S Y) • 1 . 0 D- 4 
A(J,3)•1.0 
R(J,l)•(X(I)-SX)oo2o1.0D-4 
R(J,2),.(Y(I)-SY)oo2tl.OD-4 
R ( J , 3) a (X (I) - S X) • ( Y( I) - S Y) o 1 . 0 D- 4 
CDX(J)•(X2(l)-X(l))o1.00-4 
COY(J)•(Y2(l)-Y(I))ol.00-4 

::;--



CD 
Wl-f 
=>~o 

E I-<') 

...... < 
1--EOCL. 
z:a:::._oo 
ooo~z 
UU..O(I)UJ 

"lO 0 
0 ('j 
('j 
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IS~ 
IS~ 

IS~ 

ISN 
IS~ 
ISN 
IS~ 
ISH 
ISN 
ISH 
ISH 
ISN 

ISH 
ISN 
ISH 
ISH 
ISN 
IS~ 
ISH 
ISN 
ISN 
ISH 

ISN 
ISN 
ISN 
IS~ 
ISN 
IS" 
ISH 
ISII 

I 
2 
3 
~ 

5 
6 
7 
8 
9 

10 
I I 
I 2 

I 
2 
3 
~ 

5 
6 
7 
8 
9 

10 

1 
2 
3 
4 
5 
6 
7 
8 

c 
c 

c 
c 

c 
c 

MULTIPLYI~G A MATRIX BY ANOTHER SAY,AB•C 

SUBROUTINE MATMUL(A,IA,B,IB,C,IC,L,M,N) 
IMPLICIT REAL•B(A-H,O-Z) 
D IIICE ~ S I 0 ~ A ( I A , M) , B (I 8 , H) , C (! C , H) 

DO 2 I•I.L 
DO 2 J•1.~ 
C{I,J)•O.ODO 
DO 1 K•1,JII 
C (I , J) • C (I , J) +A (! , K) • B ( K , J ) 

1 CONTINUE 
2 CONTINUE 

RETURN 
EKD 

MATRIX TRANSPOSITION 

SUBROUTINE MATTNP(A,IDA,B,IDB,M,H) 
IMPLICIT REAL•8(A-H,O-Z) 
0 IME N S I 0 N A (IDA, H) , B (I DB, M) 
DO 1 I•1,M 
D02J•1,N 
B{J,I)•A{I,J) 

2 CONTINUE 
I CONTINUE 

RETURN 
E~D 

MULTIPLYI~O A MATRIX BY A VECTOR 

SUBROUTINE MTVJIIUL(A,IA,B,IB,C,IC,M,N) 
REAL•8 A(IA,N) ,B(IB) ,C(IC) 
DO 10 l•I,M 
C(I)•O 
DO 10 J•I.N 

10 C(l)•A(l,J) •B(J)+C(!) 
RETURN 
END 

X 
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APPENDIX V-3 

PROGRMI TO COI'-1PlJTE 

TilE PARA1'>1ETERS OF STR..-\IN ELLIPSES 

(Computer Program PASTEL) 



2 
11 
29 

30 

31 

32 

IIAABKOP62 JOB '6703,RAOO',LUOOE,MSGCLASS·A,NOTIFY·6767 
•••PASSWORD $ACF1770 PASSWORD(S) SUCCESSFULLY SCANNED 
tttJOBPARM M-6,L•60,R•1024 
II EXEC FORTVCLO,LIB•LIBO,RG•1024K,PARM•'LANGLVL(66)' 
IIFORT.SYSIN DO • 
IIOO.FT01F001 DO DSN•A.M67034.EXISTJNC.DATA, 
II UNIT•P3360,VOL•SER·USER11,DISP·SHR 
IIGO.FT16F001 DO DSN•A.M67034.MTX2JNC.OATA, 
II UNIT•P3360,YOL•SER•USER11,DISP•SHR 
IIOO.FT31F001 DO DSN•A.M67034.CHET2.DATA, 
II UNIT•P3360,VOL•SER•USER11,DISP~OLD 
IIOO.SYSIK DO t 

II 

JOB 2781 

,._, 
0 
c 



ISM 
Is• 
ISM 
ISM 
IS II 
ISM 

ISM 
IS II 
ISM 

Is• 

IS II 
IS II 

IS II 
IS II 
rs• 
Is• 
ISN 

IS II 
IS II 

1 
2 
3 
4 
5 
6 

7 
8 
g 

10 

1 1 
12 

13 
14 
15 
16 
17 

18 
19 

•..•.•..• 1 .•....... 2 ......... 3 ........• 4 ........ . 5 . ........ 6 ......... 7 .•....... 8 

c •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
C PASTEL 
c 
C ¢PARAMETERS OF STRAIN ELLIPSE! 
c 
C PROGRAM COMPUTES ELEMENTS OF THE STRAIN ELLIPSE AT EACH STATION 
C AND DETERMINES STATIONS WITH BIASED OBSERVATIONS 
c 
C ORIGINAL PROGRAM 'EVALUE' BY K. THAPA(1980) 
C EXPANDED AND MODIFIED BY F.N.LUGOE - JUNE,1983 
c 
c ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 

c 

IMPLICIT REALe8(A-H,0-Z) 
REAL•4 PHI 
DIMENSION A(3) ,D(2) ,Z(2,2) ,WK(S) ,P(2) 
11•2 
IZ·2 
IJOB•2 

C READ NUMBER OF STATION NUMBERS 
c 

READ(5,126)NS 
12~ FORMAT(I4) 

DO 77 I•1,11S 
c 
C READ STATION NUMBER AND CD-ORDINATES OBTAINED FROM 
C EITHER ONE OF THE TWO SEPARATE ADJUSTMENTS 
c 

READ(l,100)N!,X,Y 
c 
C READ ELEMENTS OF STRAIN TENSOR MATRIX IN UNIT 15 
C THIS IS AN OUTPUT FROM PROGRAM STRAIN 
c 

READ(l5,455)A 
15 5 F 0 R lilA T (1 X , 3 F I 8 . 1 0 ) 

c 
C CALL SUBROUTINE EIGRS TO COMPUTE THE EIGEN VALUES 
C AND EIGENVECTORS OF THE STRAIN TENSOR 
c 

CALL EIGRS(A,N,IJOB,D,Z,IZ,WK,IER) 
100 FORMAT(I8,2Fl5.4) 

P (1) ·DABS (D (l)) 
P(2)•DABS(D(2)) 

25 FORMAT('-', 'THE EIGENVALUES AND ORIENTATION ANGLE PHI'/, 
87X, 'FOR STATION NUMBER' ,!41) 

PI·DARCOS(-1.DO) 
IF(P(l) .Eq.O.O.OR.P(2) .EQ.O.O)GOTO 99 

c 
C DECIDE WHICH OF THE TWO EIGEN VALUES IS GREATER 

N 
c 



ISN 

ISN 
ISN 
ISN 
IS~ 
ISN 
ISH 
ISN 
ISN 
ISN 
ISN 
ISN 

ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 

IS II 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
IS II 
IS II 

IS II 
ISN 
IS II 
IS II 
IS II 
IS II 
ISN 
ISN 

20 

21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

32 
33 
34 
35 
35 
37 
38 
39 
40 

4 1 
42 
43 
44 
<45 
45 
47 
48 
49 
50 
51 
52 
53 
54 
55 
66 

67 
68 
69 
60 
61 
52 
53 
64 
65 

•....•.•. 1 •........ 2 ......... 3 ......... 4 ......... 5 ......... 6 ......... 7 .•....... 8 

c 
IF(P(l).GT.P(2)) GOTO 29 

c 
C COMPUTE ORIENTATION ANGLE FOR THE SEMI-MAJOR AXIS 
C OF THE STRAIN ELLIPSE 
c 

ANGLR-(A(l)-D(2))/A(2) 
PHI•DATAN(ANGL) 
GOTO 59 

29 ANGL•-(A(l)-0(1))/A(2) 
PHI•DATAN (ANOL) 
GOTO 59 

99 PHI•O.O 
69 CONTINUE 

0(1)•0(1) tl.OD5 
0(2)•0(2)t1.001i 

300 FORMAT('-', 'THE RATIO OF THE AXES OF THE STRAIN ELLIPSE AT STATION 
8 NUMBER:', H) 

301 FORMAT('-','T HE RAT I 0 IS:' ,F18.8) 
302 FORMAT('-', 'THE FLATTENING OF THE STRAIN ELLIPSE IS:' ,F10.6) 

IF(P(2).GT.P(l))GOTO 177 
00•0 (1) /0 (2) 
001•(0(1)-0(2))/0(1) 
WRITE(ti, 300) Ill 
WRITE(5,301)DD 
WRITE(6, 302) DOl 
WRITE(ti, 25) N1 

c 
C WRITE THE VALUES OF AXES OF STRAIN ELLIPSE AND ANGLE OF 
C ORIENTATION ON FILE Ill UNIT 31 AS IN INPUT FOR PROGRAM NETPLOT 
c 

WRITE ( 31 , H 0) ( D ( J) , J • 1 , 2) , PH I 
WRITE ( 6 , 141) ( D ( J) , J •1 , 2) , PH I 
GOTO 48 

177 DD•O (2) /0 (1) 
001·(0(2)-0(1))/0(2) 
WRITE(5,300)111 
WRITE(6,30l)DD 
WRITE(6, 302) DOl 
WRITE(6,26)111 
WRITE(31,140)0(2) ,0(1) ,PHI 
WRITE(5,141)0(2) ,0(1) ,PHI 

48 CONTINUE 
140 FORMAT(1X,2F18.8,F15.5) 

WRITE(6 ,123) 
141 FORMAT(7X,2014.8,3X,F10.6/) 
123 FORMAT(7X,'PRINT THE NUMBERS WHICH INDICATE THE RELIABILITY'/, 

8 7X, 'OF THE COMPUTATION OF EIGENVALUES AND EIGENVECTORS'/) 
WRITE(6,136)IER,WK(1) 

136 FORMAT(7X,I8,F10.5/) 
WRITE(6,121)1U 

121 FORMAT(7X, 'THE EIGENVECTORS FOR STATION t' ,I8/) 
WRITE ( 5 , 14 5) ( ( Z ( J , K) , K •l , 2) , J •1 , 2) 

146 FORMAT(7X,2F12.8,7X,F12.8/) 
11 CONTINUE 

STOP 
END 

1-.J 
:::> 
1-.J 



2 ():; 

/\PPENDIX V-4 

PIWGR./\~1 TO PLOT STfUdN 

PATTEll.!\lS i\T \![T\I'OIU-: STATIO\.iS 

(Computer Program NETPLOTl) 



2 
12 
33 

34 

35 

36 

37 

IIAABKOP53 JOB '6703,RAOO' ,LUOOE,MSOCLASSaA,NOTIFY•6767 
tttPASSWORO $ACF1770 PASSWORO(S) SUCCESSFULLY SCANNED 
tttJOBPARM M•4,L•60,R•l024 
II EXEC FORTPLOT,TYPE•FILEPLOT 
IIFORT.SYSIN DO • 
IIOO.FTOBFOOl DO OSN•A.M67034.0XDY2JNC.OMEOA, 
II UNIT•P3350,VOL•SER•USER11,DISP•SHR 
I/OO.FT04F001 DO DSN•A.M67034.MTX2JNC.DATA, 
II UNIT•P3350,VOL•SER•USERll,DISP•SHR 
I/OO.FT03F001 00 DSN•A.M67034.CHET2.0ATA, 
II UNIT•P3350,VOL•SER•USERll,DISP•SHR 
I/OO.FT02F001 DO DSN•A.M67034.EXISTJNC.DATA, 
II UNIT•P33SO,VOL•SER•USERll,OISP•SHR 
IIOO.SYSIN DO • 
II 

JOB 2783 

I·.J 
:::> 
.;:. 



ISN 
ISN 
ISN 
ISN 
ISN 
ISN 

lSN 

rs• 
ISN 

ISN 

ISN 

ISN 
rs• 

ISN 
ISN 

I 
2 
3 
4 
5 

7 

8 
g 

10 

11 

12 
13 

1 4 
16 

o ....•... l ...•..... 2 ......... 3 ......... 4 ......... 5 ......... s ......... 7.o .. . 

c ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c 
C NETPLOT 
c 
C PLOTTING OF STRAIN PATTERNS ~ELLIPSES AND ARCS! USING 
c 
C OUTPUT FROM PROGRAMS STRAIN AND PASTEL 
c 
c 
c •••••••••••••••••••••••••••••••••••••••••••••••••••••• ' •••••••• 

c 

IMPLICIT REALo4(A-H,0-Z) 
REALtB W,Z,RMAJ,RMIN,ANOL,A 
REALtB DX1,DY1,DOMEGA,PX,PY 
DIMENSION A(3) 
LOGICALtl ISTN(B) ,ITON(8) 
DATA ISTN(B)/'\'/ 

DATA ITON(8)/'\'/ 

C READ THE NUMBER OF STATION NUMBERS 
c 

READ(5,201)NS 
201 FORMAT(I4) 

c 
C SUBROUTINE SHIFT IS USED TO SHIFT THE PAPER TO PROPER SETTING 
c 

CALL SHIFT(1.0,1.0) 
c 
C SUBROUTINE AREA ALLOWS US TO FIX THE SIZE OF THE PLOT 
c 

CALL AREA(8.5931,7.0) 
c 
C SUBROUTINE SETPLOT IS USED TO FIX THE SCALE OF THE PLOT 
C THAT IS, TO FIX THE CORNERS OF THE RECTANGLE ASSIGNED BY THE 
C SUBROUTINE AREA 
c 

CALL SETPLT(180000.0,300000.0,350000.0,438000.0) 
DO 99 J•l,NS 

c 
C READ STATION •uMflERS AND CO-ORDINATES OF STATIONS 
c 

REA0(2,450)(1SH(I),I•l,7),W,Z 
460 FORMAT(1X,7A1,2F16.4) 

c 
C READ .AJOR A•D MINOR AXES OF STRAIN ELLIPSES AND THE 
C ORIENTATION ANOLE OF THE SEMI-MAJOR AXES 
c 

hJ 
0 
(Jl 



IS II 
ISN 
IS II 
IS II 
IS II 
IS II 

IS II 
IS II 

ISN 
IS II 

IS II 
ISN 
IS II 
IS II 

IS II 
ISN 
IS II 
IS II 
ISN 
ISN 
ISN 
IS II 

ISN 
IS II 
ISN 
IS II 
IS II 
IS II 
IS II 

IS II 
IS II 
IS II 
IS II 
IS II 

1 6 
17 
18 
19 
20 
21 

22 
23 

24 
25 

26 
27 
28 
29 

30 
31 
32 
33 
34 
35 
36 
37 

38 
39 
40 
41 
42 
43 
44 

45 
H 
47 
48 
49 

•....•... 1 •.......• 2 ....•.... 3 ......•.. 4 ......•.. 5 ......... 6 ......... 7 .•....... 8 

c 

READ(3,150)RMAJ,RMIII,PHI 
150 FORMAT(1X,2F18.8,F15.6) 

x.w 
y.z 
RMAJOR•RMAJ 
RI'IIINOR•RMIII 

C READ STATION NUMBER DISPLACEMENTS OF POINTS AND 
C THE VALUES OF AVERAGE DIFFERENTIAL ROTATION 
c 

READ(8,415) (ITOII(I) ,1•1,7) ,DX1,0Y1,DOMEOA 
415 FORMAT(1X,7A1,2F16.8,F16.8) c . 

C MAKE BOTH AXES IIEQATIVE TO PLOT THEM IN USER UNITS 
c 

c 

RMAJOR•-ABS(RMAJOR)t1.004 
RMINOR•-ABS(RMINOR)t1.0D4 

C READ THE ELEMENTS OF THE SYMMETRIC STRAIN TENSOR MATRIX 
c 

READ(4,456)A 
455 FORMAT(lX,3F18.10) 

COSPHI•COS(PHI) 
SIIIPHI•SIII (PHI) 

c 
C COMPUTE THE CO-ORDINATES AT EACH ENDS OF THE AXES 
C OF THE STRAIII ELLIPSE 
c 

Xl•X+RMAJORtCOSPHI 
Yl•Y+RMAJORtSIIIPHI 
X2•X-RMAJOReCOSPHI 
Y2•Y-RMAJOReSINPHI 
X3•X-RMINORtSINPHI 
X4•X+RMINOReSINPHI 
Y3•Y+RI'IIINOReCOSPHI 
Y4•Y-RMINOReCOSPHI 

c 
C SPECIFY THE RADIUS OF THE SEGMENT OF THE CIRCLE FOR PLOTTING 
C THE VALUES OF OMEQA 
c 

RADIUS·liOOO.O 
SX•X 
SY•Y 
DX•DXl 
DY•DYl 
OMEQA-DOMEGA 
OMEOA•OME0Atl.OE5 

c 
C COMPUTE THE CO-ORDINATES OF THE CORNERS OF THE SEGMEIIT OF 
C THE CIRCLE 
c 

X5•SX+RADIUS 
Y5•SY 
X6•SX+RADIUStCOS(OMEQA) 
Y6•SY+RADIUStSIII(OMEQA) 
X7•X 

N 
0 
C' 



ISN 

ISN 

IS II 
ISN 
ISN 
ISN 

ISN 
ISN 
ISN 

ISN 

ISN 
ISN 
IS II 
ISN 
ISll 
ISN 

ISN 
IS II 
ISN 
ISN 
IS II 

ISN 

ISN 
IS II 

IS II 

50 

5.1 

53 
55 
56 
58 

60 
61 
62 

63 

64 
65 
66 
67 
68 
69 

70 
71 
72 
73 
74 

75 

76 
71 

78 

•....•... 1 ......... 2 ......... 3 ......... 4 ......... 5 ......... 6 ......... 7 .•....... 8 

c 
C SUBROUTINE 'NOWPLOT ENABLES ONE TO DRAW POINTS AND ST. LINES 
c 

CALL NOWPLT(O,X1,Y1) 
c 
C SUBROUTINE DASHLINES ENABLES ONE TO PLOT DASHLINES 
c 
C PLOT DASH LINES FOR NEGATIVE VALUES OF STRAIN ELLIPSES 
c 

IF(RMAJ.LT.O.O)CALL DSHLNS(X2,Y2, (0.04,0.04)) 
c 
C PLOT SOLID LINES FOR POSITIVE VALUES OF AXES OF STRAIN ELLIPSES 
c 

IF(RMAJ.OE.O.)CALL NOWPLT(2,X2,Y2) 
CALL IIOWPLT(O,X4,Y4) 
IF(RMIN.LT.O.O)CALL DSHLNS(X3,Y3, (0.04,0.04)) 
IF(RMIN.OE.O.)CALL IIOWPLT(2,X3,Y3) 

c 
C PLOT THE STRAIN ELLIPSE BY CALLING THE SUBROUTINE'ELLIPS' 
c 

CALL ELLIPS(X,Y,RMAJOR,RMINOR,PHI) 
IF(OMEOA.EQ.O.O)GOTO 88 
IF(OMEOA.LT.O.O) OOTO 73 

c 
C PLOT THE ARC OF THE CIRCLE BY CALLING THE SUBROUTINE 'ARC' 
c 

CALL ARC(SX,SY,X5,Y5,X6,Y6) 
c 
C PLOT SOLID LINES FOR THE RADII OF THE SEGMENT OF THE 
C FOR POSITIVE VALUES OF OMEGA AND DRAW THE SEGMENT OF THE CIRCLE 
c 

CALL NOWPLT(O,X5,Y5) 
CALL IIOWPLT(2,SX,SY) 
CALL NOWPLT(O,X6,Y6) 
CALL IIOWPLT(2,SX,SY) 
GOTO 88 

73 CALL ARC(SX,SY,X6,Y6,X5,Y5) 
c 
C PLOT DASH LINES FOR THE RADII OF THE SEGMENT OF THE CIRCLE 
C FOR NEGATIVE VALUES OF OMEGA AND DRAW THE SEGMENT OF THE CIRCLE 
c 

CALL IIOWPLT(O,X5,Y5) 
CALL OSHLNS(SX,SY, (0,04,0.04)) 
CALL NOWPLT(O,X6,Y6) 
CALL DSHLNS(SX,SY,(0.04,0.04)) 

88 CONTINUE 
c 
C PLOT STATION NUMBERS BY CALLING SUBROUTINE 'CHARS' 
c 

c 

c 

CALL CHARS(X7,Y,ISTN,0.,.15) 

WRITE ( 6 , 7 5) (I TO II (I) , I •1 , 7) , 0 MEG A, PH I 
75 FORMAT(7X,'THE STATIO~ NAMES AND VALUES OF OMEGA AND PHI ARE'/, 

8 7X,'OIVEII 8ELOW'/7X,7Al,2F16.8/) 
99 COMTIIIUE 

N 
0 
'-.] 
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APPENDIX V-5 

C0~1PlJlTR PROGIU\~1 RA.NDGr-1 

(i\ l{andom Number Generator) 



• * •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
$JOB IATFIY LUQOE/Q,PAOES•40,TIME•30 

I IIPLICIT REALt8(A-H,O-Z) 
2 IX•II81 
.s 00 10 1•1,24 
4 CALL QAUSS(IX,1.00,0.00,R) 
6 Q•l.t8•R 
a IRITE(I,l)~ 
7 1 FORllAT(' ',GX,F8.2) 
8 10 COITIIUE 
t STOI' 

10 El 0 

11 SUBROVTIIE QAUSS(IX,SO,AY,R) 
1 2 IIPLICIT REALt8(A-H,O-Z) 
u A•O,OO 
14 00 20 1•1,12 
1& CALL RAIOU(IX,IY,T) 
11 IX•IT 
I 7 20 A•A+T 
18 R•(A-I.OO)tSO+AV 
19 RETUR-
20 no ""' ...... 

0 

21 SUBROUTI-E RA-OU(IX,IT,TFL) 
22 IIPLICIT REALtB(A-H,O-Z) 
23 II TEO ER SEED 
24 DATA SEED /66639/ 
26 IT•IXtSEEO 
21 IF(IT) 6 ••• 6 
27 6 IT•IY+21~7483147+1 
28 • TFL•lT 
29 TFL•TFLt0.46666130-9 
30 RET URI 
31 no 

32 STOP 
33 no 
3~ $ E'NTRY 
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APPENDIX V-6 

LJ:A.ST-SQUARES C0~1PtJI'ATION or: TRANSr:OR~lA.TION 

PARAHETERS IN T\\'0 DHIENSIONS 

(Computer Program S~HRA) 



2 
11 
29 

30 

31 

32 

IIAABKOP54 JOB '6703,RAGO' ,LUOOE,MSOCLASS·A,NOTIFY•6767 
tttPASSWORD $ACF1770 PASSWORD(S) SUCCESSFULLY SCANNED 
tttJOBPARM M•1,L•2,R•2048 
II EXEC FORTVCLO,RG·204BK,RL•204BK,PARM•'NOMAP,NOLIST' 
IIFORT.SYSIN DO t 
IIOO.FT01F001 DO DSN•A.M67034.EXISTJNC.DATA, 
II UNIT•P3350,VOL•SER•USERll,DISP•SHR 
IIOO.FT15F001 DO DSN•A.M67034.0ENSJNC.DATA, 
II UNIT•P3350,VOL·SER•USER1l,DISP•SHR 
IIOO.FT16F001 DO OSN•A.M67034.5IOMAl.DATA, 
II UNIT•P3350,VOL·SER•USER1l,DISP=SHR 
IIGO.SYSIN DO t 
II 

JOB 2790 

t-0 
....... 
N 



1 
2 
3 
~ 

5 
6 
7 
8 
9 

10 

11 
I 2 

13 

•....•... 1 ........ 2 ......... 3 ....•.... ~ ......... 5 .•.....•. 6 .•....... 7 .•....... 8 

c 
c 
c 
c 
c 
c 
c 
c 
c 
c 

c 
c 
c 

c 
c 
c 
c 

c 
c 
c 
c 

............................... ,,, . ,,,,,, ................ ' .. 
m R A 

LEAST-SQUARES COMPUTATION OF TRANSFORMATION PARAMETERS IN 20 

BY F.N.LUGOE - FEB 25,1984 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

IMPLICIT REALo8(A-H,0-Z) 
0 !I'll EN 5 I 0 N II ( 50 ) , N 3 ( 50) , X ( 50 ) , Y ( 50 ) , X 2 ( 50) , T2 (50) 
D l rr1E N S I 0 N 53 (50) , 51 ( S 0) , I W l ( 4 ) , N 2 (50) , C X ( 4 , 4 ) 
Dlrr1ENS!ON H(SO,SO) ,T(~.50) ,TM(4,50) ,TA(4,4) ,Q(50,50) ,XY(!OO) 
DIMENSION !W2(4) ,AT(4,50) ,HT(4,50) ,ZX(4) ,C(50,4) 
DIMENSION GX(SO) ,VX(SO) ,P(50,50) 
SUM:O.OO 
SUMI~O.OO 

IRDA:4 
NA·4 

·~UMB'MUST BE MADE EQUAL TO THE NUMBER OF COMMON STATIONS 

READ (5,,) NUMB 
DO 280 !AI ,50 

READ CO-ORDINATES TO BE TRANSFORMED AS PROVIDED IN A SECONDARY 
COORDINATE SYSTEM AND CORRESPONDING STATION NUMBERS 

READ(! ,440,END=2)N(!) ,X(!), Y(l) 

READ THE VARIANCES OF COORDIN-TES GIVEN IN TnE 
PRIMARY COCRDl~ATE SYSTEM 

H READ(I6,772)N2(ll ,S3(1) ,54(!) 
15 440 FORrr1AT(l8,2F1~.4) 

1~ 772 Fa~mAT(!8,2Fl1.~) 
c 
C READ THE COORDINATES AS PROVIDED IN THE PRIMARY COORDINATE 
C STSTEM AND CORRESPONDING STATIO~ NUmBERS 
c 

17 280 REA0(1~.~40)N3(I) ,X2(1) ,Y2(!) 
15 2 iCuUNTcl-1 

C COMPILE THE DESIGN MATRIX FOR THE iRA~SFGRMAT:O~ 
19 lC•ICOUHTo2 
20 ~.o 

2 1 J • I 
22 DO 28 JJ•1,ICOUNT 
23 C(J,I)•X(JJ) 
2~ C(J,2)•-r(JJ) 
25 C(J,3)•0.1DI 

N 

:_,., 



•....•... 1 ......... 2 ......... 3 ......... ~ ......... 5 ......... 6 ......... 7 .•....... 6 

25 C(J,1J=0.000 
27 J•J•l 
28 K•K•l 
29 C(J,1)=-C(K.2) 
30 C(J,2)•C(~.1) 
31 C(J,3)=C(K,q 
32 C(J,1)=C(K,3) 
33 J•J•l 
31 K=K+l 
35 28 CONTINUE 
36 q FORMAT(7X,1FI5.1) 

37 
38 
3 9 
1 0 
1 1 
4 2 
0 
1 I 
4 5 
46 
I 7 
4 8 
4 9 
so 
51 
52 
53 
51 
55 
56 
57 
58 
59 
60 
6 1 
6 2 
53 

c 
C COMPILE TKE WEIGHT MATRIX OF TKE OBSERVABLES 'X' AND 'Y' 
c 

DO 303 K=l, !COUNT 
DO 310 J•l, IC 

IF(J.EQ.X)GOTO 11 
H(K,J)•O.OOO 
GOTO 12 

11 H(K,K)=0.1/S3(K) 
12 CONTIIiUE 

310 CONTINUE 
303 CONTINUE 

00 103 K=l ,!COUNT 
DO 110 J•1.IC 

IF(J.EQ.K)GOTO n1 
P(K,J)=O.OOO 
GOTO 13 

111 P(K,K)•0.1/S40) 
13 CONTINUE 

110 CONTINUE 
403 CONTINUE 

l = 1 
I I = 1 
J J = I 
DO 20 JI=1, !COUNT 
Q(!,l)=K(II,II) 
1 = I • 1 
Q(I,I).P(JJ,JJ) 
!I=lltl 
JJ=JJ+l 

~~ I•l•l 
65 20 CONT!N~E 
6 6 r. 0 
67 J=O 
68 DO 35 lK=1,lCOUHT 
69 r.r.1 
70 Jd+1 
71 XY(l)d2(1K) 
7:. Y.'!'(J)=Y:?(lr.) 
I 3 l • I • , 
74 35 CONTINUE 
75 WRITE(6,t) (XY(l) ,I•!,!C) 
7 6 C A L l MD U T D ( C , 5 0 , I C , I ) 
7 7 r: A L L MO U T D ( Q . 5 0 • I C , I C ) 

N 
...... 
.:;,. 



78 

7 9 

80 

81 
82 
83 
84 

85 

86 

87 

88 
89 
90 
9 I 

92 

93 
9 4 
95 
9 6 

9 7 

•....•... 1 ......... 2 ......... 3 ......... ~ ......... 5 ......... c ....... ··'·'·· ..... 1:1 

C COMPUTE THE NORMAL EQUATIONS 
C TRANSPOSE THE DESIGN MATRIX 

CALL MATTNP(C,SO, T .~.IC.~) 
C MULTIPLY TRANSPOSE BY WEIGHT MATRX 

CALL MAT mu L ( T , 4 , Q , 50 , T m, ~ , 4 , I C , I C) 
C MULTIPLY FURTHER 

C ALL MAT fi'IU L ( T M, 4 , C , 50 , TA , 4 , 4 , I C , 4 ) 
C INVERT THE NORMAL EQUATIONS MATRIX 'TA' 

CALL MINVD(TA,IRDA,NA,DETA,IW1,IW2) 
WRITE(6,25JDETA 
CALL MOVTD(TA,4,4,4) 

25 FORMAT(7X, 'THE NORMAL EQUATIONS INVERSE: '/,2F20.121) 
C MULTIPLY THE INVERSE BT THE TRANSPOSE OF 'A' 

CALL MAT fi'IU L ( T A , ~ , T , 4 , AT , 4 , 4 , 4 , I C) 
C MULTIPLY FURTHER 

CALL MAT MU L (AT, 4 , Q, 50, H T , ~ , 4 , I C, I C) 
c 
C OBTAIN THE VECTOR OF TRANSFORMATION PARAMETERS 

CALL MT V MU L ( H T , ~ , X Y , I C , Z X , 4 , 4 , I C) 
C PRINT THE TRANSFORMATION PARAMETERS 

WRITE(6 ,30) (ZX(J) ,J•l,2) 
WRITE ( 5 , 4 0) ( Z X ( J J , J = 3, 1) 

3 0 F 0 R MAT ( ' - ' , ' K • C 0 S \II AN 0 K • S I H \II ARE : ' , 2 F l 2 . 8) 
40 FORMAT('-', 'TRANSLATION PARAMETERS ARE:' ,2Fl8.8) 

C COMPUTE THE RESIDUALS . 
CALL MT V MU L ( C , 50, n . 4 , G X , 50, I C, 4) 

C PRINT TRANSFORMED PARAMETERS AND THEIR RESIDUALS 
DO SO l•l,IC 
VX(I)•GX(i)-XY(I) 
S U rr.t • S U Ml • Y X (I) "2 

50 CONTINUE 
C COMPUTE THE A PRIORI VARIANCE FACTOR 

SIGMA1•DSQRT(SUM1/(IC-4)) 
c 
C DERIVE THE COWARI~~CE MATRIX OF THE TRANSFORMATION PARAMETERS 
c 
C THE NUMBER OF PARA~ETERS TO BE PRINTED USING FORMAT STATEMENTS 
C 320-325 MUST BE EQUAL TO '~UMB'X2 PRIOR TO RUNNING THE PROGRAM 
c 

>B 320 FGRMAT('-','THE TRANSFOR~IEv COORDINATES ARE:'/) 
9 9 3 2 l F 0 R r,, A T ( ' - ' , ' T II E T R A N :> F 0 R m .i T I 0 /'\ R E S I D U AL S A R E ' I) 

1':'0 OD !!7 I•l.~ 
101 [\Q 117 J:\,4 
1 0 2 C X ( I , J i = 5 I G irl A I o T A ( I , J l 
103 117 CONTINUE 
101 WRITE(6,80JSIGMAI 
!OS CALL MOUTD(CX,4,4,4) 
106 80 FGRI~AT('-','COV><RIANCE lriATRIX OF TRAiiSFORI~ATION PARAiYIETERS:'/, 

87X, 'WITH " PRIORI V~~IA~Cc FACTOR:' ,F!5.6/) 
:07 W=O 
)0A (H) 600 I:1.~Um~ 

109 !N•IM•1 
!10 IM•IN•I 
111 600 WRITE(5,3)N2(l) ,GX(IN) ,GX(!M) 
112 wRITE(6,321) 
1 1 3 ]ll'r= 0 

N 
..... 
Vl 
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ISN 
ISN 
ISN 
IS~ 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
IS N 

ISN 
ISN 
I SIC 
I SIC 
I SIC 
ISN 
!SIC 
ISN 
I SIC 
!SIC 

!SIC 
ISN 
I SIC 
ISN 
ISN 
ISH 
I SIC 
ISN 

1 
2 
3 
4 
5 
6 
7 
8 
g 

I 0 
II 
1 2 

I 
2 
3 
4 
5 
6 
7 
8 
g 

I 0 

I 
2 
3 
4 
5 
6 
7 
8 

c 
c 

c 
c 

c 
c 

MULTIPLYING A MATRIX BY ANOTHER SAY,AB•C 

SUBROUTINE MATMUL(A,IA,B,IB,C,IC,L,M,N) 
IMPLICIT REALt8(A-H,O-Z) 
0 IME N S I 0 N A ( I A , M) , B (I B , N) , C (I C , N) 
00 2 I•1,L 
DO 2 J•1,N 
C(I ,J)•O.ODO 
00 1 K•l.M 
C(I,J)•C(I,J)•A(I,K)tB(K,J) 

I CONTINUE 
2 CONTINUE 

RETURN 
END 

MATRIX TRANSPOSITION 

SUBROUTINE MATTNP(A,IOA,B,IOB,M,H) 
IMPLICIT REALtB(A-H,O-Z) 
OIMDSION A(l0A,N),8(10B,M) 
DO 1 I•1,111 
DO 2 J•1,N 
B(J,I)•A(I,J) 

2 CONTINUE 
I CONTINUE 

RETURN 
END 

MULTIPLYINO A MATRIX BY A VECTOR 

SUBROUTINE MTVMUL(A,IA,B,IB,C,IC,M,N) 
REAL•B A(IA,IC) ,B(IB) ,C(IC) 
D010I•1,111 
c (I) ·0 
DO 10 J•I,N 

10 C(I)•A(I,J)tB(J)•CCIJ 
RETURN 
END 

!•..) 

---1 
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APPEND!\ V-7 

COORDINATE TRANSFOI~~l\TION IN ~I) 

(Computer Program S Dfrlv\) 



2 
1 1 
29 

30 

IIAABKGP55 JOB '6703,RAQO' ,LUGDE,MSGCLASS•A,NOTIFY·6767 
•••PASSWORD $ACF1770 PASSWORD(S) SUCCESSFULLY SCANNED 
•••JOBPARM M3l,L•2,RR1024 
II EXEC FORTVCLG,RG•l024K,RL•l024K,PARMa'NOMAP,NOLIST' 
IIFORT.SYSIN DO • 
IIGO.FT31F001 DO OSNRA,M67034.TRNSF1 .DATA, 
II UNITRP3350,VOL·SER·USER11,0ISP•SHR 
IIGO.SYSIN 00 • 
II 

JOB 2791 

t.,J -<.0 



IS II 
ISN 
ISN 
ISN 
rs• 

IS II 
ISN 
IS II 
IS II 

IS II 
IS~ 
ISN 
I SIC 
ISN 
!SIC 
ISN 
ISN 
ISN 
ISN 

ISN 
IS II 
IS II 
ISN 
ISN 
ISN 
ISN 
IS II 
ISN 
IS II 
I SIC 

I 
2 
3 
4 
5 

6 
7 
8 
9 

10 
II 
12 
13 
14 
I 5 
16 
1 7 
18 
I g 

20 
21 
22 
23 
24 
25 
25 
27 
28 
29 
30 

•....•... 1 ......... 2 ......... 3 ......... -4 •••••.••• 5 ......... 6 ......... 7 .•....... 8 

c 
c 
c 
c 
c 
c 
c 
c 
c 
c 

c 
c 
c 
c 

c 
c 
c 
c 
c 
c 

c 

••••••••••••••••••••••••••••••••••••••••••••••••••••• t •••••• 

s M T R A 

PROGRAM PERFORMS TRANSFORMATION OF COORDINATES IN 2D 

BY F.N.LUGOE- FEB 26,19Bi 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

IMPLICIT REALoB(A-H,O-Z) 
D I MENS I 0 N ~ (I 0 0) , X (1 0 0) , Y (I 0 0 ) 
D I MENS I 0 1C A (1 0 0 , 4 ) , B ( 1 0 0 , 4 ) 
DIIIlENSIO~ ZX(4) ,GX(IOO) ,GY(IOO) ,lY(4) 
DO 1 1•1,100 

READ CO-ORDINATES TO BE TRANSFORMED AS PROVIDED Ill A SECONDARY 
COORDINATE SYSTEM AND CORRESPONDING STATION NUMBERS 

READ(31,200,EIID·2)11(I) ,X(I) ,Y(I) 
200 FORMAT(I8,2F15.4) 

1 CONTINUE 
2 ICOUNT•I-1 

THE TRANSFORMATION PARAMETERS BELOW MUST BE REPLACED EACH TIME 
BY THE APPROPRIATE PARAMETERS OF THE NETWORK TO BE TRANSFORMED 
ZX(I)•KX•COS(W); ZX(2)~KX•SIII(W); ZX(3)aDX; ZX(4)~0.0 
ZY(1)•KYtCOS(W); ZY(2)·KYoSIH(W); ZY(3)•0.0; ZY(4)aDY 
KX AND KY ARE SCALE VALUES 

ZX(l)al.00000068 
ZXC2)•-0.00000789 
ZX(3)•-2.73205357 
ZX(4)•0.0DO 
ZY(l)•I.00000119 
ZY(2)•-0.00001131 
ZY(3)•0.0DO 
ZY(-4)•2.91819465 
IO•ICOUNT+1 
DO 280 I•1,ICOUNT 

COMPILE THE DESIGN MATRIX FOR THE TRANSFORMATION 
A(I,l)•X(I) 
A(I,2)•-Y(I) 
A(I,3)•0.1DI 
A(!,4)•0.DO 

280 CONTINUE 
DO 300 I:1,ICOUNT 

B(I,1)•Y(I) 
B(I,2)•X(I) 
8(I,3)•0.DO 
B(I,4)•0.1DI 

300 CONTINUE 

'" '" ::::l 



ISH 3 1 
ISH 32 
ISN 33 
ISN 34 

ISN 35 
ISN 36 

ISN 37 
ISH 38 
ISH 39 
ISN w 
ISH 41 
IS~ 42 
ISN 0 

•....•... 1 ......... 2 ......... 3 ......... 4 ......... 5 ......... 6 ......... 7 .•....... 8 

c PRINT THE TRA~SFORMATION PARAMETERS 
WRITE ( 6 , 3 0) ( Z X ( J) , J ~ 1 , 4) 
WRITE ( 6 , 4 0) ( Z Y ( J) , J z 1 , 4) 

30 FORMAT(7X, 'THE X-TRANSFORMATION PARAMETERS ARE:' ,4Fl2.8) 
40 FORMAT(7X, 'THE Y-TRANSFORMATION PARAMETERS ARE:' ,4Fl2.8) 

C PERFORM THE TRA~SFORMATION 
CALL MTVMUL(A,lOO,ZX,4,GX,lOO,ICOUNT,4) 
CALL MTVMUL(B,lOO,ZY,4,GY,lOO,ICOUNT,4) 

c 
c PRINT THE TRANSFORMED COORDINATES 

WRITE(6,320) 
321 FORMAT(7X,I4,2F15.4) 

DO 296 I•1,ICOUNT 
29 6 WRITE (6,32l)H(I) ,GX(I) ,GY(I) 
320 FORMAT (' ','THE TRANSFORMED COORDINATES ARE:'/) 

STOP 
END 

tJ 
N 



ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 
ISN 

1 
2 
3 
4 
5 
6 
1 
8 

••••••.•• 1 •••••••.• 2 ••.•••••• 3 .•.•••••• 4 •••••.••. 5 •.••.•... 6 ....•.•. . 1 .•... .... 8 

c 
c 

MULTIPLYING A MATRIX BY A VECTOR 

SUBROUTINE MTVMUL(A,IA,B,IB,C,IC,M,N) 
REAL•B A(IA,N) ,B(IB),C(IC) 
DO 10 I•1,M 
C(I)•O 
DO 10 J•1,N 

10 C(I)•A(I,J)tB(J)+C(I) 
RETURN 
END 

N 
rv 
N 




